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Introduction  

Uncovering the mechanisms that underlie the brain's functioning would have a profound social 

impact. In fact, among the many diseases affecting health, brain disorders are major causes of 

impaired quality of life; problems related to such diseases involve cognitive, psychological and social 

consequences. According to estimates by the World Health Organization, more than one billion 

people suffer from disorders of the central nervous system (WHO 2012).  

In this context, the neurosciences have begun in recent decades to address the complexity of the brain 

and the nervous system using a multilevel approach involving not only many different branches of 

biology (molecular and cellular biology, genetics, biochemistry, etc.) but also physics, mathematics, 

engineering and related fields.  

Managing the brain's complexity and advancing our understanding of its function involves 

innovations in both the experimental methods used to observe and perturb brain activity and the 

computational tools used to analyze recorded data. 

Among the different electrophysiological techniques, Microelectrodes Array technology (MEA) 

represents a powerful tool that permits long-term recording of local field potentials (LFPs) and 

extracellular action potentials (EAPs) from populations of neurons. Multisite extracellular recording 

by means of MEA has the potential to reveal a wide range of neural phenomena ranging from 

individual cell behavior to network dynamics.  

Moreover, over the last few years, researchers have begun to use neuronal networks in vitro as a tool 

for investigating markers of sleep similar to those that can be observed by in vivo recording (Sengupta 

et al., 2011; Hinard et al., 2012). Sleep is usually considered a whole-brain phenomenon in which 

neuronal regulatory circuits impose sleep on the brain. Nevertheless, recent evidence suggests that 

sleep, or at least correlates of sleep, can be a regional phenomenon of the brain. Considerable effort 

in current sleep science aims at understanding to what extent an in vitro system can recapitulate the 

essential features of a sleeping brain. However, key question such as What is the minimum amount of 

brain tissue required for sleep-features to manifest? remain inadequately answered. 

In this context, the main goal of this thesis is to answer to two specific questions: i) Can we encompass 

some essential features of sleep in a simplified model of the brain through the use of MEAs? ii) Can 

our model recapitulate the essential features of sleep in a pathology characterized by sleep 

disturbances? 
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Moreover, such systems are useful in investigating the effects of long-term exposure to 

pharmacological compounds with a view to developing novel neuropharmacological/ 

neurotoxicological assays for drug screening. MEAs couple neuronal cultures represent a simple, 

low-risk and accessible model that can be used to evaluate, in terms of electrophysiological activity, 

the effectiveness of new therapies in the preclinical phase. Findings from these studies could have 

significant implications for the treatment of human diseases such as congenital malformations, 

epilepsy, stroke and Alzheimer's disease (Hofmann et al., 2006, Gºrtz et al., 2009, Gullo et al., 2014). 

In this context, we performed neuropharmacological experiments on Down syndrome hippocampal 

cultures and acute slices couple to MEAs with the aim of testing the effect of a promising drug  

The first part is entirely dedicated to the scientific and technical background on which our study relies, 

including basic notions concerning the in vitro electrophysiology of neuronal networks (Chapter 1) 

and a technical description of the experimental setup and the data analysis used for microelectrode 

array recordings (Chapter 2)  

The second part deals with the results regarding sleep-related electrophysiological activity under both 

physiological and pathological conditions in neuronal cultures. In particular, Chapter 3 contains a 

brief introduction to the regulation and the measurement of sleep from human to mice and in vitro 

cultures. Chapter 4 presents the results regarding the modulation of sleep-like activity in a 

physiological condition. In Chapter 5 we show the results regarding the complexity of the evoked 

response from cultures in which sleep-like activity is modulated under physiological conditions. 

Chapter 6 presents the results regarding the modulation of sleep-like activity in a pathology in which 

sleep is affected (i.e., Prader-Willi pathology). 

The third part of this thesis describes neuropharmacological experiments that are related to two 

neurological disorders (epilepsy and Down syndrome) and were performed in neuronal cultures and 

brain slices. Chapter 7 includes a description of our custom methodology for brain slice experiments, 

including the custom fitting of the experimental setup and the data analysis tools. Chapter 8 describes 

experiments using both neuronal cultures and brain slices from Down syndrome mice aiming to 

evaluate the efficacy of specific therapeutic drug. 
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Chapter 1 

In vitro neuronal networks  

The human brain is the most complex structure in the known universe. The mathematician Ian Parker 

once said: "If our brains were simple enough for us to understand them, we'd be so simple that we 

couldn'tò. No other brain in the animal kingdom is capable of generating the level of higher 

consciousness associated with our ability to make plans or write poetry. Moreover, the nervous system 

perceives the enormous complexity and variability of the world surrounding us through a 

sophisticated array of sensors, i.e., the incoming sensory information is organized and elaborated in 

appropriate behavioral responses. Despite this complexity, individual nerve cells are relatively simple 

in their morphology; they all share the same basic architecture, although the human brain contains 

more than a thousand different types of neurons. Thus, sophisticated and complex human behavior 

depends largely on the way in which these cells form precise anatomical circuits. Hence, the 

capability of the nervous system to produce different actions in response to complex sensory stimuli 

derives from the way in which neurons are connected to each other in networks and to sensory 

receptors and muscles rather than from single-cell specialization (Kandel et al., 2000) For these 

reasons, the study of neuronal networks either in vitro or in vivo is fundamental to the understanding 

of brain function and brain pathologies.  

1.1 Cell cultures preparation 

The spectacular advances in biology that occurred in the second half of the 19th century resulted 

largely from the availability of a rapidly growing array of new experimental methods. Among the 

most important techniques in many areas of biology, especially neurobiology, methods have been 

developed for maintaining, culturing and growing cells and tissues in vitro (Carrel and T Burrows, 

1910). The history of tissue culture began at the end of the 19th century when Ross Granville Harrison 

showed that cells and neurons could be maintained alive outside of a living animal (Harrison et al., 

1907;Granville Harrison, 1910;Harrison, 1912;1924). According to Harrison (Harrison, 1912): 

ñTissue from the chick were incubated at about 39 ÁC. The unusual hot weather which lasted during 

almost the experiments with chick tissues were under way rendered unnecessary any precaution to 

keep tissue warm during their preparation and examinationò. Harrison demonstrated unequivocally 

that tissue could survive and grown outside the body (Figure 1.1).  

Harrisonôs observations of neuronal development in cultures attracted many followers. The goal of 
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much of the work in the early decades was simply to demonstrate that complex aspect of neuronal 

maturation, such as synaptogenesis and myelination, could occur in culture (Peterson and Murray, 

1955). Other works provided the first, detailed views of the dynamic activities of living nerve cells 

(Nakai, 1956;1960;Pomerat et al., 1967). In 1969, clonal lines of neuroblastoma cells were 

maintained in culture and continued to proliferate and to acquire properties characteristic of 

differentiated neurons (Augusti-Tocco and Sato, 1969). 

In the ensuing years, many novel methods have been developed, increasing the possibility of 

preparing in vitro neuronal networks from different brain regions. Therefore, in vitro culturing began 

to gain a more prominent and important position in neurobiology. Today, tissue culture is an essential 

part of modern neurobiology: nearly one third of the papers that currently appear in the scientific 

journal Neuron use nerve cell cultures as an important method.  

 

Figure 1.1 Harrison drawing illustrating cultured nerve fibers. Source (ref) 

Neuronal cultures lack of the extrinsic physiological inputs and have reduced cellular and biochemical 

complexity but they offer the possibility of conducting biochemical studies of homogenous 

populations of neuronal cells. Moreover they provide a valuable complement to in vivo experiments 

by allowing more controlled manipulation of cellular functions and processes. Two types of in vitro 

cultures are mainly used, namely primary cultures and cell lines. The former are called primary 

cultures because they are prepared from cells taken directly from the animal; when plated on an 

appropriate substrate, neurons began to extend processes within several hours, forming dense 

networks. Under favorable conditions, it is possible to maintain such cultures for months, during 

which time the cells acquire most of the properties of mature neurons. They develop distinct axons 

and dendrites, form synapses with one another, and express receptors and ion channels that are 

characteristic of the corresponding cell types in situ. The morphological and physiological properties 
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of the cell population present in culture correspond closely to the characteristics of the cell population 

present in the tissue of origin (Kriegstein and Dichter, 1983;Banker and Waxman, 1988). The 

currently accepted protocol for culturing primary cultures of neurons is well defined and usually 

involves the dissection of brains from young rats, either embryonic or neonatal. Cultures are typically 

prepared from neurons located in specific regions of the brain such as the hippocampus or cortex. The 

main limitation of the use of primary cultures is that primary cultured cells have a finite lifespan and 

limited expansion capacity; consequently, for each preparation an animal must be sacrificed to obtain 

new tissue and prepare new cultures.  

Alternatively, it is possible to use continuous cell lines, most of which are derived from tumor cells 

(e.g., mouse neuroblastoma C-1300) (Augusti-Tocco and Sato 1969). These cells can be subcultured 

repeatedly and express a reasonably stable phenotype. For decades, cell lines have played a critical 

role in scientific advancement because they are generally highly proliferative and easier to culture 

and transfect. However, one of the drawbacks of using cell lines rather than primary cultures is that 

they often do not express key aspects of neuronal differentiation (e.g., development of axons and 

dendrites, formation of synapses, etc.), although they may share many of the individual characteristics 

of differentiated neurons (e.g., neurotransmitters, ion channels, receptors and other neuron-specific 

proteins) (Banker et al., 1998).  

Recently, neurons derived from human induced pluripotent stem cells (hiPSCs) have emerged as a 

promising tool for studying neurological disorders. Although many protocols for differentiating 

hiPSCs into neurons have been developed, many of these protocols show high variability, low 

reproducibility, and low efficiency. In 2017 Frega and coworkers published a rapid and reliable 

protocol for generating human neurons from hiPSCs coupled to MEAs (Frega et al., 2017). In contrast 

to cultures obtained from animal models, the use of hiPSC lines permits direct comparison between 

neurons derived from different (i.e., patient-specific) hiPSC lines with a same genetic background 

and provides robust consistency for pharmacological studies 

In vitro development of primary cell cultures  

Cultured neuronal networks represent an excellent in vitro model that has been used in many areas of 

neuroscience, including synaptogenesis, axon guidance, nerve regeneration and neuronal plasticity 

(Dotti et al., 1988;Bi and Poo, 1998;1999;Taylor et al., 2005;Valor et al., 2007). The structural and 

functional features of cultured neuronal networks depend upon several factors such as the animal 

model involved, the tissue of origin, the cell density and the physical and biochemical environment 

(Biffi et al., 2013). These characteristics of the cultured cells evolve over time due to the 

differentiation and maturation processes of neurons (Morin et al., 2005).  



 11 

Changes in the morphological and electrophysiological features of neuronal networks can be studied 

by means of microscopy, calcium imaging and single-cell or multisite electrophysiological techniques 

(e.g., patch clamp or microelectrode arrays). Recent work has reported the existence of a relationship 

between the age of a culture and its properties, including the connections within the network and 

neuronal spiking activity (Ichikawa et al., 1993;Ben-Ari, 2001;Chiappalone et al., 2006)  

At the early developmental stage, neuronal cultures usually display low synaptic density and low 

neuronal connectivity compared to the mature stage (i.e., Days in Vitro, DIV, greater than 14). Indeed, 

the electrical activity at 7 DIV is characterized by single spikes, whereas at 14 DIV networks exhibit 

an increase in firing rate, a rich and stable burst pattern (i.e., episodes of high- frequency spiking) and 

highly synchronized periods of high-frequency activity that simultaneously encompass different 

network sites.  

 

Figure 1.2 Morphological changes in activity of in vitro cultures during development. On the left are immunofluorescence 

micrographs showing MAP2 immunostaining of a representative culture at three different developmental phases (7 DIV, 

13 DIV and 25 DIV) at 2 different magnifications (i.e., 10x and 20x; scale bars 100 mm and 50 mum, respectively) from 

Ito et al 2018). On the right, two representative traces of two channels from MEA at four developmental phases (7 DIV, 

14 DIV, 21 DIV and 28 DIV) (from Chiappalone et al. 2006)  

Moreover, the functional properties of developing neuronal networks are strongly affected by cell 

density due to variations in dendrite morphology and synaptic density (Akum et al., 2004) (Previtera 

et al., 2010). Neuronal cultures with different cell densities undergo network maturation in different 

ways by modulating the number of synapses per neuron and thus single-neuron synaptic transmission 

(Akum et al., 2004). Cell density also influences the regulation of the dendrite arborization in 

hippocampal cultures; as the initial plating density was increased, neurons showed decreased numbers 

of primary and secondary dendrites and decreased numbers of terminal points  (Previtera et al., 2010). 
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Electrophysiological recordings obtained using cell-patch and calcium imaging techniques showed 

that plating at different densities (i.e., low, medium, and sparse) affects the connectivity among 

neurons; sparse networks (i.e., plating concentration of approximately 600-900 cells/mm2) exhibited 

stronger synaptic connections between pairs of recorded neurons compared to dense cultures (plating 

concentration higher than 2500 cells/mm2). Sparse networks showed higher synchronized activity 

than dense cultures, with enhanced bursting activity but with reduced frequency. Moreover, sparse 

neurons had simpler dendritic trees and fewer dendritic spines, demonstrating that neuronal density 

also affects the morphology of the dendrites and spines (Cohen et al., 2008;Ivenshitz and Segal, 

2010). Biffi and colleagues (Biffi, Regalia et al. 2013) characterized the electrophysiological activity 

of neuronal cultures seeded at three different cell densities low (900 cells/mm2) medium (1800 

cell/mm2) and high (3600 cell/mm2), recording their spontaneous electrical activity during 

maturation by means of MEAs. They showed that electrophysiological parameters were characterized 

by a functional peak during maturation maturation that was followed by a stable phase after 14 DIV 

for sparse- and medium-density cultures and by a decreased phase for high-density neuronal cultures 

(Figure 1.3).  

 

Figure 1.3 Variation in the number of active channels during cell culture maturation at different cell densities. Cell culture 

density equal to 900 cells/mm2 (gray dots), 1800 cells/mm2 (black squares) and 3600 cells/mm2 (white squares). Values 

are normalized to the total number of channels (From Biffi E. et al 2013) 

Medium-density cultures showed higher numbers of active channels, higher firing rates and higher 

busting activity than cells plated at other densities (Figure 1.4). 
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Figure 1.4 Electrophysiological parameters at different cell density. (from Biffi et al 2013) 

Therefore, in many cases, the cultures used in MEA recordings were grown under medium-density 

conditions (over 1000 cells/mm2) with overgrowth of glial cells to help maintain the health of long-

term cultures. Moreover, growth of cells at that concentration can guarantee that the electrodes are 

covered by the neurons, avoiding low numbers of active channels. Recently, various strategies for 

improving MEA performance in terms of signal-to-noise ratio (SNR) have been proposed, including 

chemical functionalization of the electrodes (Mescola et al., 2016) and their topographical 

modification by increasing roughness or creating 3D features that improve the cell-to-electrode 

sealing. Examples of these approaches are the fabrication of electrodes with increased roughness 

(Dowell-Mesfin et al., 2004), of porous electrodes (Br¿ggemann et al., 2011), or of electrodes with 

3D features (Ostrovsky et al., 2016) to name only a few. Alternatively, the use of new materials, 

especially carbon-based materials, such as graphene, has gained popularity (YliКRantala et al., 

2011;Ostrovsky et al., 2016). 

Graphene, a single layer of carbon atoms arranged in a hexagonal lattice, has attracted attention from 

scientists in various fields since its discovery in 2004 (Novoselov et al., 2004). It is a very promising 

material that is recognized for its high conductance, high mechanical strength, optical transparency 

and biocompatibility (Geim and Novoselov, 2010). Recently, ñgraphene MEAsò consisting of 

graphene electrodes have been fabricated and successfully used to record the activity of primary rat 

cortical neurons (Du et al., 2015). Moreover, in other studies (Li et al., 2011;Convertino et al., 2018), 

it has been demonstrated that the viability of neuronal cells and average neurite length were 
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significantly enhanced when the cells were cultured on a graphene substrate instead of on the 

conventional tissue culture substrate, indicating that graphene may be a material that is favorable to 

neuronal growth. However, no study has presented a detailed, long-term analysis of neuronal network 

development on MEA functionalized with graphene. In a recent investigation in which I was directly 

involved (El Merhie et al., 2018), we functionalized the surface of commercial 60-electrode MEAs 

by transferring large-grain single-layer graphene (LG-SLG) via wet etching. The activity of neuronal 

networks cultured on this surface was recorded during the maturation of the network and compared 

to the activity of cultures maintained on standard non-functionalized devices as shown in Figure 1.5. 

 

Figure 1.5 A) Schematic diagram illustrating the wet etching transfer of SLG onto a commercial MEA device. CVD-grown 

large crystal SLG on copper (Cu) foil, of 25 Õm thickness, was transferred by wet etching technique on Cu as follows. A 

layer of poly (methyl methacrylate) (PMMA) (MicroChem, 950,000 MW, 9-6 wt. % in anisole) was spin-coated (Sawatec 

SM-180-BT spinner) on one side of the SLG/Cu foils at 3000 rpm for 45 s and heated for 5 min at 180oC; then, the SLG 

grown on the opposite side of the Cu foil was removed by 100 W oxygen plasma, followed by drying at room temperature 

for 12 h. The Cu was etched using 0.2 M Ammonium persulphate (APS) solution in a Petri dish and the PMMA/SLG stack 

was floated on the surface of the solution. The stack of PMMA/SLG was carefully rinsed in Milli-Q (Millipore, 18 MÝ) 

to remove the traces of the Cu etchant, and then it was transferred on the 60 channel Micro Electrode Array. The 

transferred SLG-MEA was annealed at 160ÁC for 3 hours in a vacuum oven for firm adhesion and washed with acetone 

for the removal of PMMA. For immunolabelling experiments, LG-SLG was transferred onto normal glass coverslips, 

following the same wet-etching protocol. B) Optical image of the functionalized MEA; the coated electrode source of the 
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spectrum is shown in the zoomed image on the left, where the laser spot for Raman analysis is visible in the middle of the 

electrode. C) Raman characterization of the transferred SLG showing the characteristic G and 2D bands. (from El Merhie 

et al., 2018) 

 

Our work included investigation of the morphological properties of neuronal networks formed on 

conventional and functionalized MEAs and of the development and functionality of these networks. 

Immunolabeling revealed no significant changes in the morphology of neuronal networks cultured 

on LG-SLG coverslips compared to those cultured on control (glass) coverslips (Figure 1.6). Both 

cultures demonstrated morphology of healthy cells, indicating that the presence of LG-SLG does not 

trigger any adverse reaction in the neuronal networks.  Quantification of the cell density showed 

that the density increased as development progressed, and there was no significant difference between 

the LG-SLG and control cultures, indicating an identical survival rate compared to standard 

conditions (Figure 1.6 B). Regarding neuronal density, immunostaining for the neuron-specific 

marker MAP2 showed that the number of neurons in LG-SLG cultures was generally higher than in 

control cultures (statistical significance was only found at DIV 13), indicating a higher survival rate 

or a higher propensity of cells to adhere to graphene, as we had previously reported (Keshavan et al., 

2018) (Figure 1.6 C). With respect to neuronal growth, we showed that neurons cultured on LG-

SLG-MEAs display twice the likelihood of long-term survival compared to neurons in control 

cultures. This result is very promising for the future development of graphene-based electronics since 

it demonstrates the robustness and biocompatibility of such interfaces.   
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Figure1.6 Morphological changes in hippocampal networks cultured on a graphene-transferred substrate during 

development. A) Micrographs showing MAP2 immunofluorescence in representative cultures grown on normal coverslips 

(top) and on LG-SLG-coated coverslips (bottom) at three different developmental stages (7 DIV, 13 DIV and 25 DIV, 

respectively, from left to right) at 2 different magnification factors (10x and 20x; scale bars 100 mm and 50 mm, 

respectively). B) Bar graph of the total cell density in the two groups. No significant difference was found. C) Bar graph 

of the neuronal density at different DIVs of hippocampal cultures grown on LG-SLG MEAs (red) and on the control 

(black). A significant difference was found only at 13 DIV. Since the hypothesis of normality was rejected in one of the 

experimental groups, we used the nonparametric Mann-Whitney test for statistical comparison. *p<0.05. (from El Merhie 

et al., 2018) 

The electrophysiological activity of the LG-SLG-MEA cultures showed a developmental profile 

consistent with that of neuronal networks cultured over conventional MEAs but, in general, with 

higher absolute values of the computed electrophysiological parameters. Specifically, the graphene-

treated networks exhibited higher firing and bursting rates at the earliest stage of their development 

(i.e., at 7 DIV) (Figure 1.7 A). 

Bursting activity was clearly visible beginning at 13 DIV, and from 19 DIV the LG-SLG-MEA 

displayed short bursts with a very high bursting rate (Figure 1.7 B-C). The IBR reached a minimum 

of 18% and remained stable during the developmental window under investigation (Figure 1.7 D).  
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Figure 1.7 Developmental profiles of hippocampal networks cultured on graphene-transferred MEA (red) and 

conventional MEA (black). A) Mean firing rate (spikes/s) of 5 cultures on graphene-transferred MEA and 5 cultures on 

conventional MEA. This parameter differed significantly in the two groups at 13 and 16 DIV. B) Mean bursting rate 

(bursts/min) differed significantly in the two groups at 13, 19, 22 and 25 DIV. C) No statistically significant difference in 

burst duration (in ms) was found between the two groups. D) Percentage of spikes outside burst (IBR): this parameter 

was significantly different between the two groups from 16 to 25 DIV. All data are presented as the mean +/- SEM. 

Statistical analysis was performed using the two-sample t-test (*p<0.05). (from El Merhie et al., 2018) 

The analysis of the cross-correlation showed higher Cpeak values compared to the control MEA 

beginning at 13 DIV (Figure 1.8 A), indicating stronger correlation of the activity. Longer latencies 

were observed in the control MEA, suggesting a greater delay in activity propagation compared to 

the LG-SLG MEA cultures (Figure 1.8 B). At the later developmental stages (i.e., from 21 DIV), the 

strength of the activity correlation remained higher for the LG-SLG-MEA, possibly due to the higher 

number of bursting events in the graphene MEAs. In contrast, the latency was similar in the control 

and LG-SLG MEA cultures at late developmental stages, indicating that the level of synchronization 

also increased with time in the control MEA, as shown by previous results (Chiappalone et al., 2006). 
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Figure 1.8 Cross-correlation analysis. A) Box plots of the 100 highest Cpeak values for the control group (black box) and 

the graphene group (red box) at developmental time points 13, 16, 19, 22, and 25 DIV. We excluded the early 

developmental stages 7 and 10 DIV since the level of activity at those time points was low. B) Box plots of the 

corresponding peak latency values (Lpeak) of the preselected 100 strongest Cpeak values. We considered only peak latency 

values smaller than 50 ms. For each box plot in A and B,, the small square indicates the mean, the central line illustrates 

the median, and the box limits indicate the 25th and 75th percentiles. (From El Merhie et al., 2018). 

Hence, earlier and more highly synchronized neuronal network development was observed on LG-

SLG-MEA compared to control cultures. The earlier detection of network activity is consistent with 

our previous observation of earlier synaptogenesis on SLG compared to the control (Keshavan et al., 

2018) ; little or no synaptogenesis was detected in the control until 9 DIV, whereas on SLG a slight 

increase in the postsynaptic current frequency was observed beginning on DIV 7. In the current 

investigation, we also showed that the number of neurons was generally higher in LG-SLG than in 

control cultures; this affected the cell density and thus the functional properties of developing 

networks (Ichikawa et al., 1993;Chiappalone et al., 2008). Together with the earlier synaptogenesis 

that was previously demonstrated (Keshavan et al., 2018) , this observation suggests better coupling 

of the neurons to the LG-SLG substrate, with the final effect of accelerating the developmental 

processes respect to the control MEA. The detection of increased levels of electrophysiological 

activity and improved cell/electrode coupling is consistent with earlier reports in the literature of a 

strengthening of cell-to-cell coupling on graphene-based interfaces (Heo et al., 2011;Akhavan and 

Ghaderi, 2013). In conclusion, the higher survival rate, the increased number of adherent cells and 

the increased firing activity of the cells indicate not only that LG-SLG devices are compatible with 

the physiological functionality of neuronal networks but that they also have improved detection 

capabilities, possibly due to better neuron/substrate coupling. 
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1.2 Acute brain slices 

An alternative approach to the use of dissociated cells is represented by brain slices in which the 3D 

structure of the intact brain is partially maintained in vitro. The term ñbrain sliceò has come to refer 

to thin (100-700 mm) sections of brain regions that are prepared from adult mammals, maintained for 

many hours in vitro (acute slices) or in culture for days/weeks (organotypic slice cultures) and used 

in electrophysiological or biochemical studies. The main advantage of these techniques is the 

possibility of preserving the network architecture and some of the anatomical and physiological 

properties of the brain in a very controlled environment. The intact brain can be dissected in various 

ways depending on the position of the regions of interest (i.e., hippocampal slices can be prepared 

alone or together with entorhinal cortex, cerebellum, cortex, striatum, etc.). At the beginning of the 

1990s, many scientists used retina slices from small animals as a model for their experiments. Most 

initial brain slice studies were metabolic studies; a few notable exceptions used brain explants from 

frogs, which were shown to have spontaneous activity (Libet and Gerard, 1939) , and one study 

investigated the properties of brain slices obtained from the cerebral cortex of cats (Burns, 1950). 

Brain slices were not used in electrophysiological studies until Li and McIlwain recorded resting 

membrane potentials in isolated neocortical tissue very similar in magnitude to those observed in the 

brain in situ. Their later studies, including the first report of pair-pulsed facilitation, focused on 

synaptic transmission (Yamamoto and McIlwain, 1966). In the ensuing years, many novel methods 

were developed, making it possible to concomitantly measure the output of neurotransmitters and the 

metabolic or electrical status of the tissue when slices were exposed to a variety of substrates and 

inhibitors (McIlwain and Snyder, 1970;Heller and McIlwain, 1973).  

In the early 1980s, the use of brain slices became mainstream; at this point, many scientists began to 

express concerns regarding the physiological state of acute slices (Dingledine, 1984;Steriade, 2001). 

Much effort has been made to improve the conditions used in acute-slice recordings. These 

improvements include modification of the slicing technique, the addition of micronutrients or 

antibiotics to sustain tissue quality for longer recordings and the modification of perfusion chambers 

to improve tissue quality (Garthwaite et al., 1979;Haas et al., 1979;Lynch and Schubert, 1980;Nicoll 

and Alger, 1981;Koerner and Cotman, 1983). Depending on the experimental needs, several variants 

of these techniques have been developed and are being used. One distinction between the variants 

concerns the thickness of the slices. The ñthin sliceò technique was developed to allow visualization 

of individual cells in slices less than 250 mm thick, while the thick slice technique is used when 

connectivity and maintenance of normal dendritic structure are crucial for the study. For 

electrophysiological studies, slices 300 to 400 mm thick are usually used to balance the need for a 
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robust network and complete oxygenation of the tissue.  

One alternative to the acute slice preparation is the culturing of organotypic brain slices. This method 

is based on earlier work on explant cultures derived from various anatomical regions (Crain, 1976).  

The method became increasing popular following the development of the roller-tube technique by 

Gahwiler in 1981 (Gªhwiler, 1981), and later with the development of interface cultures by Stoppini 

in 1991(Stoppini et al., 1991;Noraberg et al., 1999;De Simoni and Lily, 2006).  

Although acute brain slices can be maintained for only a short time, slices can be routinely prepared 

from mature adult tissue; in contrast, organotypic brain slices can be maintained for longer periods of 

time in culture, but they are typically prepared from postnatal (P0-P7) rats and mice (Figure 1.9).  

Today, brain slices are used in many types of studies, including studies of synaptic plasticity and 

development, network oscillations, intrinsic and synaptic properties of defined neuronal populations, 

and many others (Kettenmann and Grantyn, 1992). Due to its very well-defined layered organization, 

the hippocampus is one of the best-studied regions of the mouse brain.  

Hippocampal/cortical slices have also been coupled to planar MEAs (Egert et al., 1998;Jahnsen et al., 

1999;Egert et al., 2002;Beggs and Plenz, 2003;Wirth and L¿scher, 2004;Baudry et al., 2006;Colgin, 

2006;Soussou et al., 2006;Ferrea et al., 2012), thus allowing long-term extracellular measurements 

of defined neuronal circuits. In the following, we briefly describe the morphological architecture of 

hippocampal slices. 

 

 

Figure 1.9 Comparison of an acute hippocampal slice and an organotypic slice. A) Hippocampal-entorhinal slices over 

MEA. B) Image of a hippocampal slice cultured on an MEA for 10) days in vitro (DIV (from Chong et al., 2018). The 

black, red, and blue electrodes record the signals in the DG, CA3, and CA1 regions, respectively.  

Hippocampus layers and principal neurons 

The hippocampus is one of the best-studied regions of the mammalian central nervous system. One 

reason for this is that it possesses structures that are distinctive and identifiable at the histological 

level. The hippocampus is perfectly laminated, i.e., both neuronal cell bodies and the zone of 
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connectivity are arranged in orderly layers. A second reason is that since the 1950s it has been known 

that the hippocampus plays a fundamental role in some forms of learning and memory. The 

hippocampus has been implicated in many neurological and psychiatric diseases such as epilepsy, 

Alzheimerôs disease and schizophrenia. Because of the important role of the hippocampus in learning, 

memory and synaptic plasticity, it is not surprising that Down syndrome patients also present 

hippocampal deficits. As part of this thesis work, we performed experiments using hippocampal slices 

obtained from Down syndrome mice (see Chapter 8).  

The hippocampus is composed of the cornus ammonis (CA) region and the dentate gyrus (DG). The 

first presents three different subregions, CA1, CA2, and CA3 (Lorente de No, 1934), while the second 

consists of the fascia dentata and the hilus (Figure 1.10 A).  

In the following, we briefly describe the different layers and neurons that make up the hippocampal 

circuitry. The surface of all hippocampal fields is formed by the alveus, a thin sheet of outgoing and 

incoming fibers. There are four principal cell layers in the cornus ammonius (CA), as depicted in 

Figure 1.10 B:   

1. Stratum oriens: consists of the layers occupied by basal dendrites of the pyramidal cells and 

receives input from other pyramidal neurons, especially those in CA2-CA1. 

2. Pyramidal cell layer: one of the most visible strata, it is also visible to the naked eye. It 

contains the cell bodies of the pyramidal cells, which are the principal excitatory neurons in 

the hippocampus. These neurons have elaborate dendrites that extend perpendicular to the cell 

layer in both directions and are therefore called multipolar neurons. The CA3 region also 

contains synapses from the mossy fibers and the cell bodies of many interneurons. 

3. Stratum radiatum: contains the apical dendrites of the pyramidal cells and the Shaffer 

collateral fibers. 

4. Stratum lacunosum moleculare: the most superficial layer; it contains performant path fibers 

and the apical dendrites of the pyramidal cells.  

The dentate gyrus contains three layers, namely, the granular cell layer, the molecular layer and 

the diffusely cellular polymorphic layer. The granule cell dendrites extend perpendicular to the 

granule cell layer into the overlying molecular layer, where they receive synaptic connections 

from several sources. Since their dendrites emerge only from the top or apical portion of the cell 

body, granule cells are considered monopolar neurons.  
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Figure 1.10 Drawings of the hippocampus by Camillo Golgi showing the cytoarchitectonic divisions (from Opera Omnia, 

1903). The hippocampus is divided into the cornus ammonis (CA3, CA2 and CA1 regions) and the dentate gyrus. B) 

Schematic drawing of a hippocampal slice with an enlargement of the molecular layer: stratum oriens (o), pyramidal cell 

layer (p), stratum radiatum (r) and stratum lacunosum moleculare (l-m). 

HippocampusïEC slices circuitry 

Three common slicing angles are employed in experiments investigating hippocampal circuitry, 

namely, transverse slices, coronal slices and hippocampal-entorhinal cortex slices (HEC). These three 

types of slice preparation have been widely used to investigate hippocampal circuitry because they 

preserve the major afferent hippocampal pathways, including the perforant path (PP), the mossy fibers 

(MFs) and the Schaffer collaterals (SCs). The choice of slicing plane determines which afferent and/or 

efferent connections are best preserved. HEC slices offer the most suitable slice preparation for 

studies of hippocampal-EC interaction because they preserve all three of the major pathways within 

the hippocampus (PP, MFs and SCs) (Xiong et al., 2017). 

The brain structures included in hippocampal/EC slices are part of a group of structures called the 

hippocampal formation. In particular, it includes the dentate gyrus (DG), the hippocampus, the 

subiculum (SUB), and the entorhinal cortex (EC), as shown in Figure 1.11.  

The intrinsic flow of information in the hippocampal formation follows unidirectional and 

glutamatergic (excitatory) pathways that create a closed circuit called the trisynaptic circuitry 

(Anderson et al. 1971). The hippocampal formation receives highly processed multimodal 

information mainly from the EC. Neurons located in layer II of the EC project to the DG and the 

hippocampus though the perforant path. The perforant path travels caudally from the EC via the 

angular bundle to SUB and terminates both in the DG and in the stratum lacunosum moleculare of 

the CA3 field of the hippocampus. The CA3 pyramidal cells, in turn, project to other levels of CA3 

as well as to CA1 through Shaffer collateral projections.  

The recurrent connections of the CA3 region are formed by so-called autoassociative fibers and may 

facilitate the completion of incomplete input patterns (called pattern completion) (Guzowski et al., 

2004). On the other hand, CA1 pyramidal cells give rise to connections both to the SUB and to the 

deeper levels of the EC (layer IV-VI). Moreover, neurons located in layer III of the EC project directly 


















































































































































































































































































































































