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Abstract
The main focus of this work is the development of a software architecture to autonomously navigate a flying vehicle in an indoor environment in presence of obstacles. The hardware platform used to test the developed algorithms is the AscTec Firefly equipped with a RGB-D camera (Microsoft Kinect): the sensor output is used to incrementally build a map of the environment and generate a collision-free path. Specifically, we introduce a novel approach to analytically compute the path in an efficient and effective manner. An initial path, given by the intersection of two 3D surfaces, is shaped around the obstacles by adding to either of the two surfaces a radial function at every obstacle location. The intersection between the deformed surfaces is guaranteed not to intersect obstacles, hence it is a safe path for the robot to follow. The entire computation runs on-board and the path is computed in real-time. In this article we present the developed algorithms, the software architecture as well as the results of our experiments, showing that the method can adapt in real time the robot’s path in order to avoid several types of obstacles, while producing a map of the surroundings.
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1. Introduction
Multi-rotor copters have been widely adopted by the research community in the last few years because, in relation to other classes of aerial vehicles, they can be more easily controlled and have a high maneuverability. This allows them to navigate in small, human-unaccessible and inhospitable environments which makes them more suitable for indoor applications such as search and rescue operations or industrial inspection. Indoor navigation poses several problems which are not trivial to solve, like narrow maneuvering space and lack of GPS signal. In this work we aim at accomplishing obstacle avoidance and path following in an indoor environment using a flying robot equipped with a depth sensor. The vehicle has to perceive obstacles, map the environment, plan a collision-free path and then fly along it. Computational efficiency is a key issue for the project, since we need the entire system to run on-board. In this article, our main concern is the development and validation of the path planning and following algorithm, hence the robot localization is provided by a motion capture system. However, more realistic localization sources can be used without changing the other modules within the software architecture.

The main contributions of this work are:
• The design of an architecture for perception, mapping and navigation in an unknown indoor environment, based on the availability of a depth sensor returning obstacle information under the form of a point cloud.
• Implementation of a novel path planning approach, in which every element of the perceived point cloud is considered as an individual obstacle and contributes to the path deformation. The so computed path is guaranteed to be collision-free.
• Validation of the developed algorithms through several experiments.

The article is structured as follows: In Section 2 a Literature review is provided, in relation to the autonomous UAV navigation, the path planning algorithms and the control strategies; in Section 3 the algorithm for path planning is described, explaining how the path is defined and then deformed according to the perceived obstacles; in Section 4 we present the developed software architecture giving information about all the modules and the messages they exchange; in Section 5 the experiments are reported, providing details about the testing scenario and experimental outcomes; in Section 6 we discuss the results and provide conclusions.

2. Related works
2.1. Autonomous Navigation for UAVs
In the past decade a lot of research has been performed on autonomous flying vehicles. Indeed there is a number of interesting applications in which an autonomous UAV can prove to be useful. Just to name some of them: search and rescue operations, area exploration, industrial inspection, surveillance and security, coverage of sports events and filming aerial shots. To accomplish such tasks, autonomous navigation is fundamental and a lot of different techniques to tackle this problem have been already investigated.
In an AscTec Pelican has been used to monitor the interior of a building subject to an earthquake with the support of

http://www.asctec.de/
other mobile ground robots. Autonomous navigation has also been implemented on other AscTec platforms, such as the Firefly [2, 3], or the Hummingbird [4]. In [2], for instance a swarm of Firefly can autonomously perform optimal area coverage and mapping. In all of the afore mentioned works AscTec products were used. Such vehicles indeed provide a good trade-off between flying capabilities, computational power and weight, allowing for the development of real autonomous vehicles which can fly without the support of any external aid. Cheaper yet valid vehicles are produced by the Parrot company [5], such as the AR Drone, equipped with two cameras, pointing forward and downward. However the AR Drone does not mount an on-board computer hence it cannot navigate without the aid of a ground station. Nonetheless in [5] the AR Drone equipped with an external processing unit has been used to detect and follow a person, proving that autonomous navigation can be achieved even under very strict computational constraints.

In this work we have chosen to use the AscTec Firefly equipped with the MasterMind computer board, because of its good flying capabilities and computational resources. Additionally, it is easy to equip it with new sensors thanks to the numerous interfaces of the on-board computer.

As far as sensing capabilities are concerned, there are several valid choices regarding the sensor to mount on-board that have been investigated: single camera [6, 7, 8, 9], stereo camera [10, 11, 12, 13], depth camera [14, 15, 16] or Laser scanner [17]. The chosen sensor must provide enough informations about the surroundings in order to correctly navigate the robot in presence of obstacles. In this work we used a depth camera, in particular a Microsoft Kinect, since it provides rich information with low power consumption, weight payload and computational resources.

2.2. Path Planning and Path Following for UAVs

There is a number of possibilities to plan a path in presence of obstacles that have already been tested on wheeled robots and that can be extended to UAVs. Since the path needs to be updated in real-time one of the main requirements that the path planning algorithm must fulfill is computational efficiency, which is challenging due to the typically restricted processing capabilities of an on-board computer.

In [18] the use of Rapidly-exploring Random Trees is proposed, which can rapidly guarantee a collision-free path toward a goal. However, the path generated by the RRT is typically discontinuous and needs to be successively smoothed in order to prevent unnecessary maneuvering which are undesirable when working with flying robots.

The vehicle has to follow the generated path in the most responsive way and with as least oscillation as possible. A number of different approaches are presented in the Literature. The most used technique to cope with such problem is the classical PID controller. Indeed, most developers aiming at implementing an autonomous vehicle, either flying or not, make extensive use of such control algorithm, due to its implementation ease, versatility and low computational requirement. As far as flying robots are concerned, in [19] a PD controller has been implemented to keep the robot flying in the middle of a corridor, whereas the authors of [20] used a PID controller to autonomously navigate a Parrot AR Drone in a GPS-denied environment, along a previously computed collision-free path. Nevertheless there are other valid alternatives to PID control. In [16] a Model Predictive Control implementation is utilized to drive a MAV through a window. Model predictive control has the additional feature of taking into account a prediction of the future state in order to produce its output.

Alternatively, when using an approach that relies of vector fields to generate the path to be followed there is no need for an additional control strategy, since the path planner automatically outputs the commands to drive the robot at every location in the space.

The most famous example of such algorithm is the Artificial Potential Field [21], which is fast and takes into account the presence of an arbitrary number of obstacles. Despite this, one well known issue of this approach is that it can get stuck in local minima. An example of Artificial Potential Field applied to UAV navigation is presented in [22]. In this work, to overcome the local minima problem, the authors had to use a multi-layered path planning approach, in which a global path is computed by the top layer using the A* algorithm [23], whereas the bottom layer locally implements obstacle avoidance using the Artificial Potential Field.

A novel approach that can simultaneously trace a collision-free path and generate control commands to drive the robot, while overcoming the local minima problem of APF (see Section 3 for further details), has been presented in [24]. The idea behind this algorithm is that a predefined path is deformed so that it does not intersect with obstacles. The initial path, analytically defined as the intersection of two 3D surfaces, is then shaped by adding to either of the two surfaces the contribution of surrounding obstacles, defined as a radial function centered in the obstacle (e.g., a Gaussian). The resulting surfaces intersection is guaranteed not to intersect the obstacles (see [23] for a detailed proof), hence it is a safe path for the robot to follow. The algorithm easily scales up, so it can be used with an arbitrary number of obstacles (e.g., a point cloud in which every point is considered as a small obstacle). The vehicle is then driven toward and along the reshaped path by defining a velocity vector which can be easily computed at any given pose of the robot. However, when controlling a multicopter, an additional policy is required to control the yaw of the vehicle. Generally speaking, the desired robot’s orientation should face the direction towards which it is moving, especially in the case of forward looking sensors (this is not true if we wish the vehicle to track some feature of interest which is not in front of it). To achieve this, it is reasonable to set the target yaw as corresponding to the current direction of motion, and using one of the above mentioned control methods (e.g., a PD controller) to rotate the vehicle.

In previous works [24, 25] the algorithm has been successfully applied to a flying robot to avoid obstacles of known size. The obstacles were perceived detecting the visual ArUco mark-
ers applied onto them (synthetic square markers composed by a wide black border and a inner binary matrix which determines its identifier) and the algorithm required to know the obstacles size beforehand. Such works have proven the algorithm applicability, but using markers is obviously unfeasible in real-world environments. In this work we want to implement the proposed method in a realistic scenario, with the robot navigating in an unknown environment. To this end we have equipped the vehicle with a Microsoft Kinect sensor used to detect any kind of unlabeled obstacle. Each element of the perceived point cloud is then treated as an individual obstacle, also showing the scalability of the algorithm to an arbitrary number of obstacles. The resulting system allows for simultaneous environment mapping and obstacle avoidance, in a real-time fashion. This required to solve a number of problems related to real-time mapping and obstacle avoidance by using on board computational resources, that were ignored in [24, 25] and are tackled here for the first time.

3. Path Planning Algorithm

The algorithm presented in [24] allows for path planning in presence of an arbitrary number of obstacles by deforming a predefined path described as the intersection of two surfaces.

3.1. Path definition and following

The desired path is defined as the intersection of two 3-dimensional surfaces as follows:

\[
\begin{cases}
  f_1(x, y, z) = 0 \\
  f_2(x, y, z) = 0
\end{cases}
\]

(1)

Figure 1a shows an example of a path defined in this way. The two functions in equation (1) must fulfill the following requirements:

- They must be twice differentiable
- Their gradient norm must be non-null in \( \mathbb{R}^3 \setminus D_i \), where \( D_i \) is a set of points for which \( ||\nabla f_i||^2 = 0, i = 1, 2 \)
- Their gradient cross product must be non-null, that is the two gradient vectors must not be parallel in \( \mathbb{R}^3 \setminus D_{12} \) where \( D_{12} \) is a set of points not belonging to the path, for which \( \nabla f_1 \times \nabla f_2 = 0 \)
- the gradient \( \nabla f_1(x, y, z) \) is never parallel to the z-axis, that is \( f_1(x, y, z) \) is mostly used to drive the vehicle along the xy plane
- The gradient \( \nabla f_2(x, y, z) \) is never parallel to the xy plane, that is \( f_2(x, y, z) \) is mostly used to keep the vehicle at the right altitude

The velocity vector \( v(x, y, z) \) which drives the vehicle toward the desired path from any position \((x, y, z)\) is defined as:

\[
v(x, y, z) = -K_{grad_1} \nabla f_1 - K_{grad_2} \nabla f_2 + K_{tang}(\nabla f_1 \times \nabla f_2)
\]

(2)

With an abuse of notation in equation (2) we refer to \( f_i(x, y, z) \) as \( f_i \) and to \( \nabla f_i(x, y, z) \) as \( \nabla f_i \) for the sake of conciseness.

At this point we can provide an intuitive explanation to (2) by giving an interpretation to each term:

- Both functions \( f_i(x, y, z), \ i = 1, 2 \) describe a surface that divides the space in two subspaces such that the functions are null if and only if \((x, y, z)\) belongs to the surface. In any other case the functions value represents the signed distance from the surface, negative when \((x, y, z)\) belongs to one subspace and positive when it belongs to the other. Which subspace is positive or negative depends on the function choice.
- The negative gradients \(-\nabla f_1(x, y, z)\) and \(-\nabla f_2(x, y, z)\) define two vectors perpendicular to the level surfaces of \( f_1(x, y, z) \) and \( f_2(x, y, z) \) respectively, passing through \((x, y, z)\), i.e., they define the direction along which the vehicle should move to get closer to the path. Multiplying these vectors with the function value at any \((x, y, z)\) results in a vector directed toward the path whose length is proportional to the distance from the surface.
- \( \nabla f_1(x, y, z) \times \nabla f_2(x, y, z) \) denotes a vector perpendicular to the two gradients. This results in a vector tangent to both level surfaces at any \((x, y, z)\).
- The final velocity vector is defined in (2) as a combination of the gradient and tangent contributions producing a vector field whose vectors converge toward and along the
desired path. In fact when the vehicle moves exactly on the desired path \( f_1(x, y, z) = f_2(x, y, z) = 0 \), hence the gradient contribution is null and the robot is driven tangentially to the surfaces intersection.

- \( K_{\text{grad}} \) and \( K_{\text{tang}} \) are tunable parameters that determine the contribution of gradient and tangent vectors respectively. Figure 2 provides a visualization of the effects of these parameters. We can see how \( K_{\text{grad}} \) increases the convergence speed but, if too high, may cause oscillations due to abrupt direction changes in the proximity of the path. Instead, \( K_{\text{tang}} \) helps to make the vehicle approach the path more smoothly, but it can also increase the time required to converge.

\[
\begin{align*}
(a) & \quad K_{\text{grad}} = 1 \quad K_{\text{tang}} = 1 \\
(b) & \quad K_{\text{grad}} = 1 \quad K_{\text{tang}} = 5 \\
(c) & \quad K_{\text{grad}} = 5 \quad K_{\text{tang}} = 1
\end{align*}
\]

Figure 2: Top view of vector fields generated by equation (2) with \( f_1(x, y, z) = x^2 - y^2 - 1 \) and \( f_2(x, y, z) = z - 1 \), resulting in a circular path at constant height. Vector fields with different values of \( K_{\text{grad}} \) and \( K_{\text{tang}} \) are shown. The lighter its color, the longer the vector. For visualization purposes the vector field is projected on the XY plane, hence the effect of \( K_{\text{grad}} \) is not visible. We can see that higher values of \( K_{\text{grad}} \) cause the vectors to change abruptly direction in the proximity of the path eventually resulting in oscillations around the path in experiments, whereas higher values of \( K_{\text{tang}} \) significantly reduce the convergence speed towards the desired path. A proper tuning of these parameters is fundamental for a smooth and fast path following (2a).

Remark 1. Unlike APF, the Equation (2) used to compute the velocity command to drive the robot is not the result of attractive and repulsive contribution exerted by goal and obstacles respectively. Additionally it cannot lead to deadlocks, even in presence of obstacles, overcoming the local minima problem of APF. A rigorous proof of this claim is provided in [23].

3.2. Path deformation in presence of obstacles

The desired path must be modified in presence of obstacles in order to avoid them. To do so either of the two surfaces introduced in (1) must be deformed so that their intersection does not pass through the obstacles. Without loss of generality we can arbitrarily choose to deform either \( f_1(x, y, z) \) or \( f_2(x, y, z) \). Clearly, this choice affects the resulting path so that deforming \( f_1(x, y, z) \) will drive the robot aside the obstacles, whereas operating on \( f_2(x, y, z) \) will make it fly above or below them. From now on we consider \( f_1(x, y, z) \) as the function to be modified.

Each obstacle \( j \) is defined by its position in space \((x_j, y_j, z_j)\) and size \( r_j \). In particular, an individual obstacle is defined as a spherical neighborhood:

\[
O_j = \{(x, y, z) \mid (x, y, z) - (x_j, y_j, z_j) < r_j\}
\]

The deformation is performed by adding to \( f_1(x, y, z) \) an obstacle function \( O_j(x, y, z) \) for every obstacle \( j \) yielding a new surface:

\[
f_1'(x, y, z) = f_1(x, y, z) + \sum_j O_j(x, y, z)
\]

that, properly intersected with \( f_2(x, y, z) = 0 \) will produce the deformed path \( \{1\} \).

\( O_j(x, y, z) \) has to fulfill the following requirements:

- \( f_1'(x, y, z) \) is guaranteed not to pass through the obstacle.
- Let \( d_j \) be the euclidean distance between the vehicle and the obstacle \( j \), and \( d_{\text{max}} > 0 \) a value which defines the obstacles range of influence. Then \( O_j(x, y, z) \) must fulfill the condition:

\[
\begin{align*}
O_j(x, y, z) & \neq 0 \quad d_j < d_{\text{max}} \\
O_j(x, y, z) & = 0 \quad d_j \geq d_{\text{max}}
\end{align*}
\]

For instance, a possible choice of \( O_j(x, y, z) \) can be a bell-shaped function with its maximum in the center of the obstacle and monotonically decreasing to 0 when getting farther from it. Our choice of \( O_j \) is:

\[
\begin{align*}
O_j(x, y, z) = A_j(1 + \cos(\pi d_j(x, y, z)/\sigma)) \quad & d_j < \sigma \\
O_j(x, y, z) = 0 \quad & d_j \geq \sigma
\end{align*}
\]

where \( \sigma \) is a tunable parameter which determines the distance at which the obstacles start to be perceived.

Instead, the amplitude of the obstacle \( A_j \) must be computed for every obstacle \( j \) in order to guarantee that the new function \( f_1'(x, y, z) \) actually describes a collision-free path. For the latter assumption to hold it must be true that:

\[
f_1'(x, y, z) \neq 0 \quad \forall (x, y, z) \in O
\]

where \( O \) is the obstacle region, that is the area of space occupied by obstacles plus a safety margin around them adjusted with the \( \sigma \) parameter. In (7) we are imposing that the two surfaces \( f_2(x, y, z) = 0 \) and \( f_1'(x, y, z) = 0 \) must not intersect inside the
obstacle region. To ensure this, we can tune the amplitude of the bell function $A_j$ according to the obstacle size $r_j$. In [23] it is shown how to compute $A_j$ to ensure that the deformed path does not intersect any obstacle by staying as close as safety allows to the obstacles, and it is proven that the path maintains its continuity after the deformation, since it is defined as the sum of continuous surfaces.

Unlike approaches exploiting Artificial Potential Field which generate a vector field given the goal and the obstacles, with this technique we can define a path and then modify it to obtain a collision-free path and, due to its continuity, we prevent the risk of being stuck in local minima. Once again, a formal proof of this concept is provided in [23], however, this can be briefly explained as follows: if two continuous surfaces intersect (either they are closed or open infinite surfaces), their intersection is necessarily a curve with no endpoints. Any local modification of either surface, by adding a sum of continuous contributions, will preserve their continuity, and therefore their intersection will always be a continuous curve with no endpoints. As a consequence, any vector field that drives the robot towards and along such curve will have no local minima. Figure 1 shows some examples of 3D paths that can be defined as surfaces intersection. Using this method we can drive the robot towards any 3D path simply changing the two intersecting surfaces. Figure 4 shows how the presence of a single obstacle (Figure 4a) or multiple obstacles forming a maze (Figure 4b) deforms the red surface to generate a collision-free path even in a very complex environment.

In Figure 5 it is shown how the same path gets deformed by a point cloud belonging to an L-shaped obstacle with different values of $\sigma$. Each point in the cloud is considered as a small individual obstacle and the sum of their contribution generates the final path which traces a path all around the obstacle. Higher values of $\sigma$ make the path longer but safer in terms of distance from the obstacle, whereas a smaller $\sigma$ causes the robot to fly closer to the obstacles along a shorter path. Indeed $\sigma$ can be considered as a safety margin, which can be tuned depending on how conservative the resulting path should be.

### 4. Software Architecture

In Figure 5 the overall software architecture is shown. The entire architecture is developed on the ROS middleware [26] in order to make it more portable and easier to expand in future works. In the Figure, the ROS nodes are represented as squared boxes, whereas the arrows are labeled with the input/output of each module.

The point cloud is acquired by the Kinect, then subsampled and fed into the Octomap server [27], in charge of incrementally building the map of the robot vicinity. The choice of the Octomap as a data structure for the obstacle map is motivated by the efficiency with which the map can be patched with new data due to its tree structure which is fast to query. This is particularly convenient for our application in which the environment map is incrementally built from scratch. The Path Planner node then takes as input the map together with the robot pose, coming from the Motion capture (MoCap) system, to generate the velocity commands as explained in Section 3. The commands are then fed to the robot via the AscTec interface which controls the multicopter motors.

### 5. Experiments

We have experimented the presented algorithm on the AscTec Firefly vehicle, equipped with the Microsoft Kinect sensor. The robot mounts the Mastermind on-board, which is a light and powerful computational board with an embedded Intel i7 processor, 4GB of RAM, 64GB of SSD storage memory and the most classical interfaces such as USB and Ethernet ports. The system has been tested under various conditions to prove the robustness of the proposed method. The results are then visualized in Figures 6, 7, 8 showing both the generated Octomap and the followed path.

In the experiments the robot was asked to follow a straight path at fixed height (intersection between an horizontal and a vertical plane) along which different types of obstacles were
placed. In order to avoid sudden and scattering maneuvers, the path planner output is low-pass filtered by averaging the commands sent in the last 3 seconds (one can tune the length of this temporal window to increase or decrease the robot responsiveness). It is worthwhile mentioning that the robot has no initial knowledge about the environment. It can be observed in the Figures that not all of the surrounding is mapped, since during the experiment only a part of the environment comes in the visual range of the sensor. For better perception, the yaw is controlled so that the robot, hence the Kinect sensor, always faces the direction in which it is moving. To achieve this a classical PD controller is implemented on the yaw command, providing as desired yaw angle $\theta_d$ the direction of the velocity vector $v$ which drives the robot (2). This prevents the robot from flying in areas that have not been mapped before. For these experiments $K_{\text{grad}}$ and $K_{\text{grad}}$ have been set to 0.1 and $K_{\text{tang}}$ to 0.7. These values have been empirically chosen to ensure a good trade off between convergence time and smoothness. We present three experiments:

- In a first experiment a single box has been placed along the trajectory. (Figure 6). The robot started in front of the obstacle and was able to navigate around it without collisions. The results show that the path planner is capable of finding a collision-free path even in very complex environments.

- In a second experiment a maze-like environment was used. The robot was able to navigate through the maze, avoiding all obstacles. The results show that the path planner is capable of finding a collision-free path even in very complex environments.

- In a third experiment a box-shaped obstacle was placed in front of the robot. The robot was able to fly around the obstacle without collisions. The results show that the path planner is capable of finding a collision-free path even in very complex environments.

Figure 4: Ellipsoidal path deformed in different scenarios. Even in a very complex environment (b) the algorithm is still capable of finding a collision-free path around the obstacles.

Figure 5: Overall Software Architecture. The boxes contain the software modules, the arrows are labeled with the output of each module.

Figure 6: Experiment with a box-shaped obstacle.

Figure 7: Experiment with a barrier obstacle.
• In a second experiment several boxes have been placed in order to form a barrier (Figure 7). In this case we wanted to show how the robot behaves when \( f_2(x, y, z) \) is deformed rather than \( f_1(x, y, z) \) (refer to Section 3). In this case the vehicle increases its thrust to fly above the obstacle and then flies down beyond it.

• To make things more difficult we wanted to test a L-shaped obstacle (Figure 8), which has always been an issue for approaches such as Artificial Potential Field, since in the middle of the “L” it is very likely to end up in a local minimum. Once again, the obstacle is successfully avoided tracing a path all the way around it.

When a huge number of data come into play it is of fundamental importance to keep sending commands at a high rate. The minimum frequency at which velocity commands can be generated is 10Hz, otherwise they will be ignored. In these experiments we have measured a publishing rate of the commands varying from 20 to 100 Hz, depending on the size of the map processed at that particular moment, whereas the map is updated at a frequency ranging between 1 and 8 Hz. Please remark that the achievable publishing rate is strictly dependent on the computational requirements of the algorithm. Indeed, a publishing rate of 20Hz means that the algorithm manages to perform all the computations required in (4) (summing over all occupied voxels to deform the original surface) and (2) (compute the velocity command) within 50ms.

Figure 9 reports four graphs showing the evolution over time of the command publishing rate with respect to the map size. Each graph shows the result of a different experiment. It can be observed that the performance decreases as the map gets bigger, nevertheless the commands are generated fast enough to drive the robot (minimum rate 20Hz). It has to be considered that these experiments have been carried out with a rather high Octomap resolution (voxel size of 5cm). In order to reduce the computational requirements one can either decrease the Octomap resolution or opt for different approaches, such as clearing areas of the map which are far away from the robot, or likely not to be explored anymore. We have not taken into account these problems in our study, since we have been working in a narrow workspace, but these issues should be taken into account in order to implement the approach on a greater scale.

6. Discussion and Conclusions

The experiments presented in Section 5 show that the developed algorithm is a valid technique to navigate a flying robot in presence of obstacles in a previously unknown environment. Specifically, our method presents some advantages that are worthwhile mentioning:

• The path is defined analytically, hence it is easy to compute the gradient and the tangent vectors, used to control the robot.

• It is computationally efficient, hence it can run even on a computer installed on-board of small flying vehicles.

• It is scalable up to an arbitrary number of obstacles, even though when increasing the map size it should be considered that the efficiency may decrease.

• It can adapt to change in the environment. In fact, since the path is deformed in real-time the robot will avoid new obstacles and tend to recover the original path when an already perceived obstacle is removed.

---

Check the documentation of the asctec_hl_interface at [http://wiki.ros.org/asctec_hl_interface](http://wiki.ros.org/asctec_hl_interface)
The only limitation that prevents the system from being fully autonomous, is that it relies on the Motion Capture system for localization. We are aiming at getting rid of the dependency on the MoCap by implementing one of the already available localization algorithms, such as RGB-D SLAM [28]. At the moment the only obstacles being considered by our system are the one which are labeled as occupied by the Octomap server. As a future work, one may take into account the unknown space as well, in order to deal with the problem of “obstacles around the corner”. In fact, as explained in Section 5, only the obstacles within sensor range are added to the map. Another possibility to overcome this problem is to embed additional sensors to scan a wider area and merge their data together.

Finally, in our implementation the surface to be deformed is decided in advance, as well as the steering direction when avoiding an obstacle (left/right, up/down). A method to compute at run-time how to set these parameters, in order to dynamically adapt to different obstacle configurations, shall be explored.
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