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Abstract—Mixed signal analog/digital neuromorphic circuits
offer an ideal computational substrate for testing and validating
hypotheses about models of sensory processing, as they are
affected by low resolution, variability, and other limitations
that affect in a similar way real neural circuits. In addition,
their real-time response properties allow to test these models
in closed-loop sensory-processing hardware setups and to get
an immediate feedback on the effect of different parameter
settings. Within this context we developed a recurrent neural
network architecture based on a model of the retinocortical visual
pathway to obtain neurons highly tuned to oriented visual stimuli
along a specific direction and with a specific spatial frequency,
with Gabor-like receptive fields. The computation performed
by the retina is emulated by a Dynamic Vision Sensor (DVS)
while the following feed-forward and recurrent processing stages
are implemented by a Dynamic Neuromorphic Asynchronous
Processor (DYNAP) chip that comprises adaptive integrate-and
fire neurons and dynamic synapses. We show how the network
implemented on this device gives rise to neurons tuned to specific
orientations and spatial frequencies, independent of the temporal
frequency of the visual stimulus. Compared to alternative feed-
forward schemes, the model proposed produces highly structured
receptive fields with a limited number of synaptic connections,
thus optimizing hardware resources. We validate the model and
approach proposed with experimental results using both synthetic
and natural images.

I. INTRODUCTION

Todays’s neuromorphic systems represent a promising al-
ternative to von Neumann architectures in terms of power
efficiency, computational flexibility, and robustness. In partic-
ular, reproducing the dynamics of biological neural systems
using sub-threshold analog circuits and asynchronous digital
ones make these systems ideal platforms to implement low-
power bio-inspired devices for a wide range of application
domains [1] [2]. Despite these principled assets, neuromor-
phic system design has to cope with the limited resources
presently available on hardware. In this paper, we propose an
economic way to implement spike-based early-vision detectors
of oriented features in given spatial frequency bandwidths
that mimic the known properties of Gabor-like simple cells
receptive fields (RFs) in the primary visual cortex (V1)

[3]. The computation performed by the biological retina is
emulated by an asynchronous event-driven Dynamic Vision
Sensor (DVS) [4], which only indicates luminance temporal
changes in the image impinging on the photodiode array. Its
output feeds a neuromorphic processor (DYNAP) [5] with
re-configurable silicon neurons that can be interconnected to
design real-time spiking neural networks (SNNs). Specifically,
a recurrent clustered inhibition scheme is used to obtain the
desired receptive field functionality. Different architectures for
cortical-like orientation selective image filtering have been
proposed (e.g., [6] [7] [8]) as potential building blocks for
biologically inspired artificial perception systems (e.g., [9]
[10] [11]). Though, most of them followed a highly custom
design process, which typically relies on dedicated continuous
time analog processing circuits that eventually pass the output
to a neuron circuit for ultimate spike-train encoding. The
work here presented is a step further in that direction, as we
directly process event-based input stream and the architecture
is implemented with high efficiency on a general-purpose
reconfigurable neuromorphic processor.

II. MATERIALS AND METHODS

Feedback is often proposed as a mechanism for refining
the orientation and the spatial-frequency tuning of simple
cells. In particular, in a previous work [12], we showed
how the (linear) superposition of a retinocortical (i.e., feed-
forward) oriented bias and a recurrent (i.e., feed-back) cross-
orientation inhibition can give rise to highly structured Gabor-
like receptive profiles when inhibition arises from laterally
distributed clusters.

The network is conceptually composed of two layers that
represent two homogeneous populations of retinal and cortical
(i.e., V1) neurons, respectively. Accordingly, the excitation e
of a V1 neuron with orientation preference θ in the spatial
position x = (x, y) can be modeled as the solution of:

e(x) = a(h0 ∗ s)(x)− b(w ∗ e)(x) (1)
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Fig. 1. (Top) Profiles of the feed-forward (h0) and the feed-back (w) kernels;
the black dot represents the target neuron of the V1 layer that receives the feed-
forward excitation from the retina layer and the recurrent clustered inhibition
from other neurons of the V1 layer. The connection scheme replicates identical
for every neuron of the V1 layer. (Bottom) The profiles of the receptive fields
obtained directly by feed-forward connections, only.

where ∗ denotes the spatial convolution operator, s(x) is
the visual stimulus, a is the strength of the feed-forward
contribution, and b the strength of inhibition. The feed-forward
kernel is modeled as an elongated Gaussian:

h0(xθ, yθ) =
1

2πpσ2
h

· e
− x2θ/p

2+y2θ
2σ2
h , (2)

and the inhibitory interaction kernel is modeled by two dis-
placed Gaussians along the direction orthogonal to the major
axis of the feed-forward kernel:

w(xθ, yθ) =
1

2πσ2
k

(
e
− (xθ+d)

2+y2θ
2σ2
k + e

− (xθ−d)
2+y2θ

2σ2
k

)
(3)

where σh and p set the size and elongation of the feed-forward
kernel, σk and d set the size and distance of the clustered
inhibition, and (xθ, yθ) are the rotated spatial coordinates. The
resulting receptive field h(xθ, yθ) can be approximated by a
Gabor function, characterized by a radial peak frequency k0
and spatial extension σ:

h(xθ, yθ) = e−
x2θ+y

2
θ

2σ2 cos k0xθ. (4)

The shapes of the kernels are shown in Fig. 1.

A. The simulated spiking neural network

The spiking network has been designed following the ar-
chitectural principles described above, yet taking into account
some major differences, such as the problem of discrete quanti-
ties and finite neurons’ populations, and the separate presence
of ON and OFF channels. The neural network functionality
has been first tested using Brian2 [13], a simulator for
SNNs written in the Python programming language, and its
toolbox teili [14] that implements the DPI neuron model,
a variation of the adaptive exponential I&F model, which is
also physically implemented on the DYNAP board.

The simulated network behavior confirmed that the inhibitory
parameters d, σk and b play a key role for the tuning of the
neurons on a specific orientation and spatial frequency. The
activity of the retina layer retraced the data recorded with the
event camera DVS128, so that to each pixel corresponds a
neuron in the retina population and to each ON-event from the
pixel corresponds a spike of the neuron. Only the (19 × 19)
central region of the DVS128’s array of pixels, corresponding
to the dimension of the retina layer, has been considered and
ON and OFF events have been handled separately.
To have a benchmark for comparing the results achieved by
the proposed method, we considered two test networks that
implement the RFs of the neurons of interest (see Fig. 1
bottom) by feed-forward excitatory and inhibitory connections,
directly obtained by sampling the desired Gabor function in
Eq. 4. Specifically, in order to have the excitatory central
region 5 pixel wide (i.e., of the same size as the feed-forward
kernel), we have fixed k0 = 0.7 and set σ = 3.5 and σ = 4.7
to obtain a 3-subregion and a 5-subregion receptive field,
respectively. The Brian2 simulation allowed us to study the
effect of recurrent inhibition in a SNN and to determine the
combination of parameters that yields the best tuning curves,
without dealing with the restrictions posed by DYNAP in
terms of the maximum number of synapses per neuron, and
of the quantization of synaptic weights.

B. Implementation of the network on the DYNAP board

On the basis of the simulations, we have fixed the values of
d and σk that yield the best results and then implemented the
network on the neuromorphic processor DYNAP. The DYNAP
board was interfaced with a PC through the software CTXCTL
Primer [15]. The network structure was then slightly modified
to overcome the restrictions posed by the DYNAP board:
R1: each neuron can have at most 64 afferent connections;
R2: each neuron in a core shares the same biases, including

the synaptic weight of the afferent connections;
R3: each neuron has two types of excitatory synapses and

two types of inhibitory synapses, thus limiting to two the
maximum number of different excitatory and inhibitory
weights for each core;

R4: only the shunting-type inhibitory synapse could be used
since the other type was not effective in lowering the
“membrane voltage” of the target neuron.

To overcome restriction R1, an extra layer of neurons, the
relay layer, was added. The relay layer receives excitation from
the retina layer through the feed-forward kernels, and projects
one-to-one connections to the V1 layer, where inhibition
takes place. For this network to behave as the one with the
previous structure, the activity of the V1 layer should mimic
the activity of the relay layer as closely as possible if the
recurrent inhibition is excluded. The weights of the one-to-
one connections between the relay layer and the V1 layer
need to be adjusted accordingly. Due to restrictions R2, R3,
and R4, the connection weights that define the kernels cannot
be assigned by sampling the Gaussian profiles, as in the
simulations, but have to be set to a single value, in the case
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Fig. 2. (a) In red the tuning curves for the central neuron of the V1 layer for different values of d, σk and b = 3 · 103. In black the curves when the
recurrent inhibition is removed. (b) Comparison between the tuning curves for the central neuron of the V1 layer of the recurrent network (obtained for d = 5,
σk = 1.2, and b = 3 · 103) and the neurons of the test networks with Gabor-like feed-forward receptive fields with 3 and 5 subregions.

of the recurrent kernel, or quantized by two levels in the case
of the feed-forward kernel. The relay layer and the V1 layer
were placed on different cores of the DYNAPS chip. The retina
layer was assigned to ‘virtual neurons’, which are implemented
by a module that acts as a spike generator, providing input
spikes to the physical neurons on the target chip. The spiking
activity of the silicon neurons can be recorded and further
processed off chip.

C. Dataset of visual stimuli and experimental set-up

Sinusoidal gratings are widely used as visual stimuli to
study the response of cells in the primary visual cortex;
they allow us to obtain the tuning curves that characterize a
neuron’s behavior. PsychoPy [16] was used to generate moving
sinusoidal gratings with specific orientation, spatial frequency
and temporal frequency. The moving gratings were displayed
on a screen with maximum brightness and recorded with the
DVS128 event camera in a semi-dark room to reduce the
refraction of the screen. The DVS128 was connected to a PC
through a USB port, and the software jAER [17] enabled the
real-time visualization and recording of streams of events into
AEDAT files and allowed us to set the camera biases and
apply filters on the data. Since the DVS128 is sensitive to
local contrast changes, bands of ON and OFF events occur
where the sinusoidal contrast profile is steep enough. Where
the profile is almost flat, contrast differences are too small
to be sensed and no events are generated, thus resulting in
bands without events that are larger or narrower, according
to the contrast sensitivity threshold. The spatial frequency
information in preserved, encoded in the distance between
the bands of events, not in their width, but the phase is
shifted by π/2. The AEDAT files were converted into matrices

containing the x and y pixel coordinates, the timestamp and
the polarity of each recorded event. The matrices were then
divided into segments, each one representing 1 s of recording,
containing the data corresponding to a moving grating with
fixed orientation, spatial frequency and temporal frequency.

III. RESULTS

A. Simulated network

First, we tested the linearity assumption. If the network
behaves in a linear way, the firing rate of the neuron of
interest should oscillate with the same temporal frequency
of the grating used as input. This condition is fulfilled for
different temporal and spatial frequencies of the stimulus,
both when the inhibitory recursion is switched off and on.
Considering fixed parameters for the feed-forward kernel (in
particular σh = 3.5, p = 1/3, and multiplicative weight of the
feed-forward excitatory connections a = 103), the parameters
that influence the effect of the recurrent clustered inhibition
are the distance d between the target neuron and each of the
inhibitory clusters, the dimension σk of the clusters and the
multiplicative weight of the recurrent inhibitory connections
b. The parameter that most influences the efficacy of the
recursion in inducing a Gabor-like receptive field is d, since
it is crucial that the clusters are correctly displaced. The
first column of Fig. 2a shows how the tuning curves change
according to d. Keeping σk fixed at 0.8 and b at 3 ·103, d = 5
yielded the best tuning curves both for spatial frequency and
orientation. For lower values of d the neuron is not properly
tuned, and the inhibition reduces the firing rate significantly.
For higher values of d the tuning curves broaden and the
peak spatial frequency shifts to the left. By keeping d and
b constant, the tuning curves are broader for low values of
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Fig. 3. A snapshot of the activity of the retina layer and of the V1 layer for
different preferred orientations in response to the stream of events generated
by the DVS, represented in the input image, for a real scene. Cropped DVS240
recording from DVSFLOW16 dataset [18].

σk and for high values the inhibition lowers the firing rate,
as shown in the central column of Fig. 2a. If we compare the
normalized curves, σk = 1.2 appears to be the best choice,
yielding the sharpest tuning. Changing the value of b does not
significantly affect the tuning of the neuron, given that the
strength of the inhibition is at least sufficient to induce the
tuning, as it can be seen in the rightmost column of Fig. 2a.
Figure 2b shows the comparison between the tuning curves
obtained by the recurrent inhibition and those obtained by
the two test feed-forward networks. In terms of the spatial
frequency tuning curve, the recurrent network yields the best
results, while the orientation tuning curves are comparable.
Anyhow, the recurrent inhibition method requires far less
synaptic connections, as shown in Table I, which is a relevant
feature if one considers the limitations posed by neuromorphic
processors like the DYNAP. Figure 3 shows an example of
network response, for differently oriented Gabor-like filters,
when the input is a real scene recorded with the DVS.

Number of afferent
connections per neuron

Recurrent network with σh = 3.5 and σk = 1.2 101
Equivalent test network with 3 subregions 127
Equivalent test network with 5 subregions 241

TABLE I
COMPARISON BETWEEN RECURSIVE AND FEED-FORWARD SCHEME.

B. Network implemented on the DYNAP board

The tuning curves of the implemented filters for spatial
frequency and orientation were obtained by reproducing the
DVS128 recordings through the activity of the retina layer,
and by recording the spikes of the central neuron of the V1
layer. Since neurons and synapses behavior on the DYNAP is
not deterministic due to device mismatches, the curves were
mediated over 10 sessions. The results are shown in Fig. 4. A
neuron that receives only the feed-forward input is not tuned
to any specific value of the features and its firing rate changes

Fig. 4. Tuning curves for spatial frequency and orientation. The relay layer
receives only feed-forward input, while the V1 layer receives also the recurrent
inhibition contribution. Different colors indicate different temporal frequencies
of the gratings used as visual stimuli.

according to the temporal frequency of the grating (since faster
gratings elicit more events on the DVS128, and thus higher
firing rate of the retina neurons that project to the relay layer
and then to the V1 layer). When the recurrent inhibition is
switched on, the neuron is clearly tuned to a specific spatial
frequency and to a specific orientation. The curves obtained
for different temporal frequencies overlay: this is evidence of
the fact that the emergence of ON and OFF subregions in
the receptive field induced by recurrent inhibition successfully
normalizes the firing rate in input.

IV. CONCLUSION

We proposed a step forward in the design of spike-based,
brain-inspired artificial vision processing on neuromorphic
hardware. Different spiking network structures were designed
and tested in simulation and on the neuromorphic processor
DYNAP, to obtain silicon neurons that are tuned to visual
stimuli oriented at specific angles and with specific spatial
frequencies, provided by an event camera. Recurrent inhibition
was successfully tested on SNNs, both in simulation and on
the DYNAP board, to obtain neurons with highly structured
Gabor-like receptive fields; these neurons are characterized
by tuning curves that are sharper or at least comparable to
the ones obtained using only feed-forward connections, but
need a significantly lower number of synapses.
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