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Hp2D (black diamond) and Cx-Cx3D (green dot). (B) STH rise phase of three representative 
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Nowadays, many neurological diseases affect millions of people (World Health 

Organization). These diseases are extremely difficult to cure, and very often they induce 

debilitating outcomes. Among the causes that make difficult to find valid treatments to 

increase the quality of the life of people affected by brain impairments, the principal is due 

to the extreme complexity of the brain at every scale of investigation (i.e., from single 

transmembrane channel up to the synaptically-mediated interactions among neurons). The 

brain is made up of about 100 billions cells (Herculano-Houzel, 2012) on which we depend 

for proper functioning every second of every day. Neurons are connected with one another 

so that we can speak, think, move, learn, and do everything else. Because of the complexity 

of the brain, neurological disorders may occur from very minor miscommunications among 

cells (Bassett & Bullmore, 2009). Scientists are still working to understand brain 

impairments and to elucidate how the brain develops strategies to either arrest gradual 

degradation or to repair damage in neuronal circuits. Due to its structural complexity, 

studying the brain represents a big challenge that has evolved towards a truly 

multidisciplinary endeavor in the last decades (Bullmore & Sporns, 2009). 

One of the basic, yet informative, approaches to study the brain makes use of in vitro cell 

cultures. This bottom-up approach allows to simplify the complexity of the system (brain) 

and advance with intermediate solutions before the final problem is solved. This simplified 

experimental model is crucial when attempting to identify treatments for disorders that 

affect complex organs such as the brain, where the first step is to try to explain the dynamics 

behind such a complexity.  

In the case of neuronal systems, in vitro neuronal networks (dissociated cultures and 

slices) are a well-accepted experimental model to explore different electrophysiological 

properties of in vivo systems. When such networks are coupled to Micro-Electrodes Arrays 

(MEAs), the global behavior emerging from the interactions of neurons synaptically 

connected can be explored and statistically characterized (Taketani and Baudry, 2006). By 

exploiting the technological features of MEAs, it has been possible to investigate the 

neuronal dynamics of different cerebral mammalian areas such as cortex (Pasquale et al., 

2008) and hippocampus (Brewer et al., 2009), study their development (Napoli et al., 2014; 

Wagenaar et al., 2006), modulate their response by delivering electrical (Poli & Massobrio, 

2018; Wagenaar et al., 2005) or chemical stimulation (Gross et al., 1992, 1995), induce 

synaptic plasticity (Chiappalone et al., 2008), and understand their topological properties as 

well as the interplay with emergent dynamics (Massobrio et al., 2015; Poli et al., 2016). 

For these reasons, in vitro models are ideal candidates for designing and testing treatments 

for diseases that cause disorders in brain pathways. Among them, neuronal stimulation is a 
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valid strategy to restore lost neural functions and correct disordered neural circuits in 

neurological diseases. Some of the most commonly employed neuromodulation approaches 

require invasive procedures, e.g. electrical signals applied directly to the brain (Hassler et 

al., 2011). This type of stimulation has the capability to recover different symptoms in 

several diseases (e.g. depression, Alzheimer’s disease, and schizophrenia) but require 

invasive and potentially dangerous surgery (Bronstein et al., 2011) and problems occur in 

biocompatibility (Marin & Fernández, 2010) and surgery (Bronstein et al., 2011). Over the 

past decades, less invasive neuromodulation techniques based on electromagnetic fields 

have been proposed (e.g. transcranial magnetic stimulation, transcranial direct current 

stimulation), but an intrinsic limit of these methods is the poor spatial resolution (in the 

order of centimeters) (Thielscher et al., 2011) (Thielscher & Kammer, 2004). Despite the 

limits, wireless and non-invasive stimulation of the central nervous system seems promising 

not only for the treatment of a variety of pathological conditions, such as, epilepsy, chronic 

pain, and obsessive-compulsive disorders, but also for reducing the debilitating motor 

symptoms of movement disorders such as Parkinson’s disease, dystonia, and essential 

tremor (Grossman et al., 2017; Sanches et al., 2021; Vucic & Kiernan, 2017). 

Ultrasound (US) offers the attractive combination of non-invasiveness (it can be 

exploited for trans-cranial stimulation without the requirement of surgical processes), and 

relatively high spatial resolution (Marino et al., 2015) (it can be focused virtually anywhere 

within the brain with a spatial resolution of few millimeters). US is a mechanical non-ionizing 

radiation with frequencies above 20 kHz. The apparent harmlessness, combined with the 

wide range of versatility, has greatly encouraged its use in the medical field, particularly in 

diagnostics and therapy. US radiation was initially used  to modulate the spontaneous 

activity patterns of neurons by reversibly stimulating (Gavrilov et al., 1976) and suppressing 

(Fry et al., 1958) their activity. From those pioneering works, several studies tried to 

replicate and extend these findings, demonstrating that the electrophysiological activity can 

be effectively controlled/modulated by the US, as recently reviewed in (Blackmore et al., 

2019). However, despite the experimental evidences, the mechanisms underlying this 

modulation have not been fully established. The great advantage of US stimulation 

compared to other modulating techniques is linked to the fact that it can be selective, 

targeted, reversible and, as stated above, non-invasive with precision on a millimeter scale 

(Lee et al., 2016). In addition, US does not require the genetic modifications of neurons by 

means of virus that limits the in vivo applications like optogenetics (Spangler & Bruchas, 

2017). Although many studies have focused on US stimulation as a non-invasive 

neuromodulation technique, the results achieved are different and often in disagreement 

with each other. Some studies argue that pulsed US is more effective to generate responses 

(H. Kim et al., 2014), while other suggests to use a continuous US (King et al., 2013); still, 

although most studies have shown that US is capable to increase neuronal 

electrophysiological activity, others have proved that US leads to the suppression of the 

same activity (H.-B. Kim et al., 2017; Koroleva et al., 1986; Rinaldi et al., 1991; Tyler et 
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al., 2008). Furthermore, the relationship between US intensity and the response amplitude 

or the response existence was found to be positive (Kamimura et al., 2015), flat with all or 

no responses (King et al., 2013), or negative (Tufail et al., 2010). A possible explanation of 

such a high degree of variability is linked to the different experimental configurations like 

the cellular preparations, and the complex interactions between inhibition and activation in 

the inhibitory and excitatory networks (Salih et al., 2005).   

The spatial resolution achievable with US stimulation is related with the US frequency 

(Clement et al 2005). Thus, stimulation of a specific brain region, which requires a low 

frequency (< 1 MHz) for deep tissue penetration, will lead to a low spatial resolution (Menz 

et al., 2013).  

US can be used in conjunction with nanomaterials to achieve a minimally invasive neuronal 

stimulation technique but with a good spatial resolution. The properties of nanomaterials 

allow them to be used as mediators to translate a remotely transmitted primary stimulus into 

a localized secondary stimulus on the cell-nanomaterial interface (Marino et al., 2020). In 

particular, piezoelectric nanomaterials can convert US to electrical fields, allowing neural 

stimulation through low-intensity US (Marino et al., 2015)(Qiu et al., 2019). In addition, 

nanomaterials, such as nanoparticles, could be used as a localized transducer remotely 

driven by either an electromagnetic or acoustic control signal and transformed into an 

appropriate neuronal stimulus, allowing both subcellular spatial resolution and response 

time within the millisecond range.  

Another possible application of US stimulation is through its action on mechano-responsive 

components of the cells, which sense physical forces and initiate cellular signaling. 

Practically, the mechanosensitive channels respond to the cell's internal pressure by opening 

as it reaches harmful thresholds (Cox et al., 2019). They detect pressure by sensing 

variations in the membrane's properties. When the membrane is strained by the high internal 

pressure, it undergoes a conformational transition, which allows the channel to open. 

Different channels in the cell open at various pressure ranges. Such mechano-responsive 

channels are implicated in sensing a wide variety of physical stimuli, including sound, 

membrane stretch, and shear forces (Martinac, 2012). Some mechanosensitive ion channels 

have been shown to be activated by US, but they are not expressed in neuronal cells (Ibsen 

et al., 2015; Kubanek et al., 2018; Ye et al., 2018) (Kubanek et al., 2016). Among the 

possible ultrasound-responsive mechanosensitive ion channels, Piezo family is a prominent 

candidate (Coste et al., 2010). Piezos are very large, evolutionarily conserved 

transmembrane proteins, and in particular Piezo1 is the most sensitive channel to physical 

force (Cox et al., 2017). Although it allows cations to permeate cells in general, it is reported 

to exhibit a preference for calcium ions (Coste et al., 2010). Several studies are currently 

devoted to understand whether endogenous Piezo1 in neurons can be activated by US and 

what role this interaction may play in ultrasound-induced neuro-stimulation.  

Pharmacological treatment of neuronal diseases is a more consolidated approach than 
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physical brain stimulation. The development of a drug is a complex and time consuming 

process that involves multiple rounds of assays and tests. The consideration of drug efficacy 

and safety are present throughout its entire development process, from screening of 

potential molecules to the last stage of pre-clinical trials (before human testing). Also in this 

case, in vitro models are one of the primary approaches used by researchers to produce high-

quality data on the safety and efficacy of drug candidates. In particular , the development 

of increasingly advanced micro- and nano-scale systems for drug delivery has received 

enormous attention (Patra et al., 2018). The need for drug delivery systems stems from the 

fact that drug efficacy is often impaired by cell and tissue non-specific bioavailability. 

Moreover, some drugs are rapidly metabolized or expelled from the body. The possibility 

to control the release of the drug can minimize the side effects associated with its systemic 

administration, which affects both healthy and diseased tissues. Overall, the controlled 

release results in an increase of the efficacy and safety of the drug itself compared to 

traditional administration methods (Ahmed et al., 2015). Main carrier-mediated drug 

delivery techniques include liposomes, polymer nanoparticles, micelles, and dendrimers 

(Chamundeeswari et al., 2019; Tiwari et al., 2012). To control drug release and its 

dynamics, carriers can be engineered in order to respond to specific endogenous or 

exogenous stimuli (i.e. control signals from outside the body). Following this approach, it 

is possible to obtain a specific spatial and temporal distribution of the drug (Vipul & 

Moinuddin, 2012), which is sometime called pulsatile drug delivery.  

Thanks to their features, US is widely used in drug delivery applications: US can be used 

as an effective method to achieve spatiotemporal regulation of drug release at the desired 

site, preventing harmful side effects on healthy tissues. Most of the times however, US is 

applied using ultrasonic baths or ultrasonic cell destroyers (De Geest et al., 2007; Husseini 

et al., 2000; Vannozzi et al., 2015). These systems, although effective for the purpose of in 

vitro drug release, are difficult to translate in vivo, as the characteristics of the ultrasound 

are not biocompatible and the geometry of the sound source is not suitable for in vivo 

operation. For the drug delivery, US technique was combined with biocompatible and 

biodegradable nano-engineered polymeric capsules (NPCs) as a micro-carrier, fabricated 

by means of the electrostatic layer-by-layer self-assembly technique (LbL). LbL multilayers 

were first reported by (Decher et al. in 1992), who deposited alternating layers of anionic 

and cationic polyelectrolytes from solution onto a charged planar substrate (Decher et al., 

1992). NPCs are fabricated through the LbL self-assembly of a multi-layered shell onto a 

sacrificial micro-core (Donath et al., 1998; Sukhorukov et al., 1998). The main advantages 

of LbL-manufactured NPCs are their load capacity and the possibility of precisely adapting 

their properties by choosing the shell components. In addition, in response to external 

physical stimuli such as magnetic field, light or US, encapsulated materials may be released 
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(Lu et al., 2005; Manju & Sreenivasan, 2011; Wohl & Engbersen, 2012).  

Up to here, I have stressed the importance of in vitro experiments in order to successfully 

establish systems for drug delivery, neuronal modulation, neuronal stimulation, and genetic 

modification that can then be later implicated in vivo. However most of the in vitro studies 

present two weak spots, namely the lack of a spatial segregation (modularity) and the lack 

of a three dimensional (3D) topology. Indeed, in vivo brain areas (characterized by well-

defined neuronal families with their own identity) are neither completely connected with 

each other nor randomly linked: their interconnections show an intricate modular 

organization (Newman, 2006). Brain is truly 3D, and such a spatial organization deeply 

influences the emergent patterns of electrophysiological activity (Fonseca et al., 2018). For 

these reasons, new classes of in vitro models should meet two requirements: i) micro-

fabricated substrates or chemically functionalized surfaces that segregate 

(compartmentalize) neuronal populations in order to ensure a modular topological 

organization; ii) biocompatible scaffolds to allow a 3D growth of neuronal processes. 

The engineering of neuronal networks over the active area of MEAs is a possible solution 

to locate neuronal assemblies spatially: to “build” a modular organization of the in vitro 

brain, different strategies have been proposed by involving the use of Poly-dimethyl-

siloxane (PDMS) mask to the surface of a MEA (Kanagasabapathi et al., 2011; Majumdar 

et al., 2011). In the years, many researchers realized several simple models of brain on a 

chip by plating different types of neurons (i.e., cortex, hippocampus, thalamus, etc) to study 

the reciprocal interactions in terms of dynamics and connectivity (Dauth et al., 2017; 

Kanagasabapathi et al., 2012). Thus, it was demonstrated the importance to have a model 

where different neuronal types co-exist and interact by observing more complex dynamics 

when compared to the homogeneous controls (i.e., only one kind of neuronal family). Co-

culturing different neuronal types also offers the possibility to investigate pathological 

condition (Takayama et al., 2012).  

In parallel, to mimic the actual in vivo structure of the brain, different attempts have been 

performed to organize neuronal ensembles in 3D. Most of the published works investigated 

the relevance of the scaffold material to emulate the biochemical and mechanical features 

of the extracellular matrix (Cukierman et al., 2001), which result in a realistic neuronal 

density and connectivity. Synthetic and natural hydrogels have been used to develop 3D 

models, by exploiting their hydrophilicity, biocompatibility, and tunable micro-porosity 

(Lantoine et al., 2016). Although several studies explored the mechanical and 

biocompatibility properties of these materials, only few of these correlate the results with 

recordings showing the differences in terms of functional and dynamical properties with 

respect to 2D networks: with glass microbeads (Frega et al., 2014), and with bio-polymer 

(Bosi et al., 2015). 
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In this thesis, after a description of the materials and methods involved in my study, the 

work I have done in the four aforementioned topics is described. The thesis is organized in 

5 chapters and one appendix reporting the description of the algorithms used to characterize 

the electrophysiological recordings. In particular, 

- Chapter 2 describes the work regarding US stimulation coupled to barium titanate 

nanoparticles on in vitro primary cultures of cortical neurons to study the induced effects 

on the electrophysiological activity 

- Chapter 3 describes a technique based on US stimulation of a model cell line (HEK293) 

that over expresses mechanosensitive ion channels (Piezo1). This part of the work was 

performed in collaboration with the group of Dr. Michael Pusch at the Institute for 

biophysics of the Consiglio Nazionale delle Ricerca (CNR) in Genova, Italy. 

- Chapter 4 describes a US-mediated drug delivery protocol developed for carrier disruption 

under conditions compatible with cells and tissues. I  used biocompatible and biodegradable 

nano-engineered polymeric capsules (NPCs) as a micro-carrier, fabricated by means of the 

electrostatic layer-by-layer self-assembly technique (LbL) 

- Chapter 5 describes the work regarding a 3D in vitro model of the cortical-hippocampal 

circuit coupled to MEAs. I evaluated how the cortical dynamics can be shaped when 

external biological input (hippocampal afferents) and realistic connectivity conditions 

(modularity and three-dimensionality) are introduced. 
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Chapter 1  

Materials & Methods 

1.1 Ultrasound 

1.1.1. Ultrasound  biophysics and dosimetry  

The ultrasound biophysics studies the interaction mechanisms between ultrasound and 

biological materials. The ultrasound dosimetry, on the other hand, is the quantitative 

determination of the interaction between the ultrasound energy and the biological materials. 

To better understand this interaction, it is necessary to introduce the physical characteristics 

of sound. Sound is a mechanical vibration which propagates as a wave of pressure through 

a medium (Humphrey, 2007), inducing material particles displacement. Particles are 

periodically compressed and rarefied into the medium, and the distance between two 

subsequent compression or rarefaction peaks in the propagation direction at a given instant 

is the wavelength λ, while the time interval between two subsequent maxima or minima in 

a given point in the space is the wave period T and is reciprocal value is the wave 

frequency 𝑓. Wavelength and frequency of a sound wave are related by the speed of 

propagation into the medium c:  

𝑓 =  
𝑐

𝜆
 (1.1) 

The values of c in the human body is often considered constant and equals to 1540 m/s 

(Shin et al., 2010). Sound waves are characterized by the wave frequency and amplitude 

measured in Hz and Pa, respectively. When the pressure wave contains frequencies all 

above the human audible limit (20 kHz) it is defined as an ultrasound (US).  In this thesis   
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I employed US waves as a stimulation signal to elicit either an electrophysiological 

response or a mechanical one. An US stimulus can be applied continuously, for a certain 

amount of time, or in a pulsed mode. The experiments that will be discussed in this thesis 

were performed using US in a “pulse mode” which can be defined by four parameters: the 

total duration (TD), i.e., the entire time of stimulation, the period (T) corresponding to the 

time between two successive pulses onset, and the duty cycle (DC) representing the fraction 

of time that the stimulus is on relative to the T.  Another fundamental parameter is the 

acoustic intensity (I), which is the product of particle velocity vector ( 𝑣 =
𝑝(𝑡)

𝜌0𝑐
) multiplied 

by acoustic pressure (p). Both I and v are vectors, which means that both have a direction 

as well as a magnitude. The direction of sound intensity is the average direction in which 

energy is flowing. As definition, the instantaneous intensity can be approximated as: 

𝐼(𝑡) =
𝑝(𝑡)2

𝜌0𝑐
 (1.2) 

Where the intensity I(t) is commonly expressed in W/cm2 and ρo is the medium density. The 

acoustic intensity is, however, more commonly reported in terms of spatial and temporal 

averaging. In particular, the spatial peak pulse average intensity (Isppa) is the ratio of the 

pulse intensity integral to the pulse duration, at the point of the maximal intensity. The Isppa 

is computed as function of the root mean square focal peak pressure (𝑃𝑅𝑀𝑆) using the 

following expression: 

𝐼𝑠𝑝𝑝𝑎 =  
𝑃𝑅𝑀𝑆

2

𝜌0𝑐
 (1.3) 

In pulse mode, however, a more appropriate parameter is the spatial peak temporal average 

intensity (Ispta), given by: 

𝐼𝑠𝑝𝑡𝑎 =  𝐼𝑠𝑝𝑝𝑎 ∗ 𝐷𝐶 
(1.4) 

All these parameters allow studying how an US beam interacts with the matter.  

Since 1920, several studies have focused on the search for optimal parameters to generate 

an ultrasound wave that crosses biological tissues (Harvey et al., 1928). Since then, due to 

the physical characteristics of the US, including the ability to transmit over long distances 

with minimal energy loss, ultrasound with frequencies between 1 and 15 MHz has been 

widely used in the medical applications (O’Brien, 2007). Their application span from 

imaging (Ahmad et al., 2009; Dalecki, 2004; Wang et al., 2003) to neuromodulation 

(Khraiche et al., 2008; Tufail et al., 2010; Tyler et al., 2008), passing through ablation 

techniques (Franzini et al., 2020). In detail, the tissue exposure to ultrasound is associated 

with two biophysical mechanisms to produce biological effects: thermal and non-thermal 

(Miller et al., 1996). Both interaction mechanisms depend on the configuration of the 
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device, and determine the safety of ultrasound exposure. In the first case, the acoustic 

energy is converted into heating, due to the absorption of the wave by the tissues. The 

heating is proportional to the ultrasound frequency and the time-average intensity. The 

second case is an indirect mechanism and involves the conversion of acoustic energy into 

mechanical energy of the microbubbles movement, which may include the translation of 

bubbles in response to radiation forces and radial oscillations in response to variable 

acoustic times. This phenomenon is often known as acoustic cavitation and depends on the 

frequency and intensity of the US, but it is more strongly correlated to the intensity of the 

temporal peak than to the time-average intensity. The two effects are not completely 

distinguishable (Haar, 1988), so it is good to assume that the non-thermal effects are always 

accompanied by a minimum development of heat.  

Thermal and no-thermal, or mechanical, bioeffects associated to US stimulation can cause 

irreversible damages on tissues, depending on the properties of the exposed area and the 

stimulation parameters. Thus, in the past, the main goal has been to define procedures for 

using ultrasound to maximize the positive effects and minimize unwanted or harmful ones. 

To date, the US parameters used are subject to the limitations of guidelines established by 

the Food and Drugs Administration that introduced two indices: the mechanical index (MI) 

and the thermal index (TI). They were derived from an evaluation of the effects related to 

the potential bioeffects manifestation and were also related to the evaluation of the sound 

intensity.  

The MI was first calculated in 1980 by Apfel and Holland (Apfel & Holland, 1991) and 

then it was subject of several studies (Abbott, 1999). It is a function of the peak negative 

pressure (PNP in MHz) derated by 0.3 dBcm-1MHz-1 and frequency f of US wave (FDA, 

1992); it is defined as:  

 

𝑀𝐼 =  
𝑃𝑁𝑃

√𝑓
 (1.5) 

On the other hand, the TI is the ratio of the acoustic power measured at the depth of interest 

(Wp) to the power required to increase the temperature by 1°C (Wdeg) given a specific tissue 

model  (FDA, 1992). In its simplest forms, is defined by: 

 

𝑇𝐼 =
𝑊𝑝

𝑊𝑑𝑒𝑔
 (1.6) 

The FDA guidelines for US devices are as follow: the Ispta must not exceed 720 mW/cm2, 

the Isppa must not exceed 190 mW/cm2 , the MI must not exceed 1.9 and the TI must not 

exceed 6 (IEC 62359)(Duck, 2007).  

1.1.2. Ultrasound set-up 

In the works described in Chapters 2, 3 and 4, two different types of set up have been used 
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for the US emission. The first setup (henceforth called PA setup) is composed by a 1 MHz 

piezoelectric transducer (Precision Acoustics Ltd, UK) and a homemade driving unit (Fig. 

1.1a). Briefly, the 1 MHz driving signal (DS) is generated by a commercial function 

generator and amplified by a home-made high voltage amplifier. All the signals are 

monitored by an oscilloscope. The 1 MHz transducer was a custom-built device and is 

mounted in a redesigned support with a micromanipulator to reproducibly reposition it with 

respect to the target (e.g. neuronal network) during different experiments.  

The second setup (henceforth called Sonidel setup) was composed by a commercial 

transducer with its own controller: Sonidel SP100 sonoporator, operating at 1 MHz (Fig. 

1.1b). It can accommodate two interchangeable different applicator heads:  

- 0.8 cm2, max output power: 5 W/cm2 

- 5.0 cm2, max output power: 5 W/cm2 

In this case the pulse frequency can be set between 0 and 100 Hz. Both continuous and 

pulsed wave can be generated. US amplitude, expressed in W/cm2, is the quotient of US 

power and effective radiation area, which is defined by the size of the US applier.  

1.1.3. Ultrasound field mapping  

Both the transducers used in the works presented in this thesis were calibrated in terms of 

sound pressure field (SPF) and culture medium temperature variation using a miniaturized 

hydrophone (Precision Acoustics, UK) and a dummy chip with a hole. In order to measure 

the pressure field emitted by US transducers, the shaft of the needle hydrophone was placed 

along the acoustic axis of the transducer, in order to obtain the maximum hydrophone 

signal. A hydrophone produces an electrical output signal in response to the acoustic 

pressure received over its active element. Clearly, the relationship between the acoustic 

Figure 1.1: Ultrasound setup (a) schematic representation of the homemade setup which drive the precision acoustic 

transducer (PA setup); (b) Sonidel SP1000 transducer (Sonidel setup)  
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pressure and the voltage pressure is frequency dependent, thus, a conversion is required to 

obtain the acoustic pressure signal. When the source of the US only works at one frequency, 

as in our case, the instantaneous pressure signal (p(t)), can be calculated from the measured 

hydrophone voltage according to: 

 

𝑝(𝑡) =
𝑉(𝑡)

𝑀(𝑓𝑎𝑤𝑓)
 

 

(1.7) 

 

Where M(fawf) is the sensitivity of the hydrophone at the acoustic working frequency of  the 

source given by the producer through the calibration.  

In order to characterize the PA transducer, the p(t) were measured into a MEA filled with 

the same solution (Neurobasal medium) used in the experimental recordings. The 

transducer was controlled with a high voltage driving signal (C.f., Section 1.1.2.) and 

partially immersed into the solution. The hydrophone was placed on the bottom of the 

dummy MEA through a hole drilled in the active area.  The US pressure field was evaluated 

according to three factors: 

- Vertical transducer/hydrophone distance (Y-Distance) 

- Lateral acoustic axis/hydrophone distance (X-Distance) 

- DS amplitude 

I used the micromanipulator for distance calculations in the x-y plane to shift the transducer 

relative to the hydrophone. In the case of the Y-Distance the transducer was aligned to the 

hydrophone and then shifted from 1mm to 20 mm in height with respect to the hydrophone. 

Figure 1.2: The sound pressure field of the PA transducer estimated at (a) the lowest driving signal amplitude (0.5V) and (b) 

the highest driving signal amplitude (100V) as a function of the x-y distance between the transducer and the hydrophone. 
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Conversely, for x-axis displacements, the transducer was located at a height of 5 mm and 

moved horizontally to the right and left for an overall displacement of 7 mm in both 

directions. Results are shown in figures 1.2a and 1.2b and were obtained for the lowest (0.5 

V) and highest (100V) DS amplitude. It is noted that this SPF characterization indicates the 

significance of the perfect centering of the transducer (0 on x axis) over the desired field: 

in all cases, the SPF values are strongly reduced by 2 mm in both directions relative to the 

central location. Values decrease substantially as offset from the center grows. I also 

evaluated how the SPF changes with a function of the amplitude of DS. In this case, the 

transducer was positioned at 5 mm Y-Distance and 0 mm X-distance (perfectly centered). 

Results are reported in figure 1.3a.  

A Petri dish, filled with the same Neurobasal solution, was used as a chip for the Sonidel 

transducer. In this case, the much larger transducer head does not allow significant 

displacements in the x-y plane, so I proceeded only with the characterization as a function 

of the amplitude of the signal emitted, as shown in figure 1.3b. 

Figure 1.3 the sound pressure level estimated as a function of DS amplitude for (a) PA transducer and (b) Sonidel 

transducer. 
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1.2 Piezoelectric Materials 

1.2.1. Barium Titanate Nanoparticles (BTNPs) 

Due to its high dielectric constant (values as high as 7,000), barium titanate (BaTiO3) is 

undoubtedly one of the most studied compounds of the perovskite-like oxides family. It is 

widely used for the semiconductor industry to make thermistors and piezoelectric devices. 

It is also employed in ferroelectric ceramics (Vijatović et al., 2008). BTNPs are synthetized 

to reach nanoparticle size and a crystalline phase that can be cubic, tetragonal, 

orthorhombic, etc.  

Applications of BTNPs for biomedical purposes are relatively recent (Park et al., 1981). 

The good biocompatibility of the BTNPs in different cellular and animal models motivated 

researchers to propose several new biomedical applications for this nanomaterial (Bagchi 

et al., 2014; Dubey et al., 2015; Pantazis et al., n.d.). In general, for a piezoelectric material, 

the piezoelectric charge constant (d) is the ratio between the electric charge generated per 

unit area and the applied force. This means that a higher piezoelectric charge constant  

corresponds to higher voltage generated by the material in response to the same applied 

deformation. The BTNPs present a high piezoelectric charge constant when on tetragonal 

phase (Berlincourt & Jaffe, 1958; Wada & Tsurumi, 2004). This allows using BTNPs as a 

mechano-electrical transducer (Ciofani et al., 2010) to be applied locally for cell electrical 

stimulation (Marino et al., 2015; Rojas et al., 2018). In details, the purpose was to use the 

BTNPs as a localized transducer remotely driven by an ultrasound control signal which is 

transformed into an appropriate neuronal stimulus, allowing both subcellular spatial 

resolution and response time in the millisecond range.  

For my experiments, BTNPs were purchased by Nanostructured & Amorphous Materials, 

Inc. Houston, TX (1144DY). Details of sample purity and composition, as provided by the 

supplier, include the following: BaO/ TiO2 0.999-1.001, purity 99.9%; APS 300 nm; SSA 

3.5-3.7m2/g. X-ray diffraction (XRD) patterns were recorded using an X-ray powder 

diffractometer (Kristalloflex 810, Siemens) using Cu KR radiation (λ = 1.5406 A) at a 

scanning rate of 0.016° s-1 with 2θ ranging in 10°-80° at a temperature of 25 °C. For use 

in biological experiments, BTNPs were dispersed in aqueous environment through a 

noncovalent wrapping with gum Arabic (G9752 from Sigma-Aldrich). Briefly, 10 mg of 

nanoparticles and 10 mg of gum Arabic were mixed in 10 mL of phosphate buffered saline 

(PBS) solution. The samples were sonicated for 12 h with a Bransonic sonicator 2510, by 

using an output power of 20 W. The final product is a stable 1 mg/mL nanoparticle 

dispersion that was appropriately diluted in cell culture (C.f., Section 1.4.2.) medium for 

biological experiments. Analogous nanoparticles but with cubic crystal structure (1143DY, 

from Nanostructured & Amorphous Materials) were used following the same preparation 

procedures. 
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1.2.2.  Piezo1 channels 

A family of mechanically activated channels that counts only two members in human, 

piezo1 and 2, has emerged recently. Piezo proteins are detected in many mechanosensitive 

tissues (Coste et al., 2010). Piezos are large proteins of over 2,000 residues that are 

predicted to span the membrane between 30 and 40 times. They represent gigantic channels 

with 120 to 160 transmembrane segments, which makes them structurally different from 

other known ion channels. In my studies I worked with Piezo1. Piezo1 is present in non-

sensory tissues and helps cells to detect local variations in fluid pressure. Beside mechanical 

stimuli also transmembrane voltage can modulate or even gate Piezo1 channel (Moroni et 

al., 2018). When Piezo1 channel opens, positive ions, such as calcium, enter the cell, 

activating cell's sensory response. Some structures of Piezo1 have recently been determined 

using cryo-electron microscopy: a low-resolution structure was developed in 2015 (Ge et 

al., 2015) and three more detailed structures have recently been obtained (Guo & 

MacKinnon, 2017; Zhao et al., 2018). These configurations showed a complex molecular 

machine made up of three identical subunits. The subunits come together in the center to 

form an ion channel that crosses the membrane, and three curved blades that stretch out of 

the channel, which should have the role of controlling the surrounding membrane by 

opening the channel in response to a distortion. The Piezo1 structures have many functional 

domains in their long chains. As can be seen in the figure 1.4, the blades are not flat, rather 

they bend the membrane, causing a cup form. A series of amino acids (magenta) allows 

calcium ions to reach the central channel, which is surrounded by three helices (red). A 

straight section (beam, green) joins each blade to the channel and hence ties the shape 

variations of the blades to the opening of the channel.  

In my work reported in chapter 3, I performed the experiments using a fluorescently labelled 

Piezo1 fusion construct, including Piezo1 protein and GFP (Cox et al., 2016), expressed in 

HEK-293 cells (Cf. Section 1.4.4.).   

Figure 1.4: representation of the piezo1 channel located in the cell membrane, with 

evidence of all subunits 
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1.3 Micro-electrode Systems and PDMS mask 

For works presented in the chapters 2 and 5, the cells were plated onto commercially MEAs 

(Fig. 1.5a). In general, MEAs are composed by a two-dimensional arrangement of voltage 

probes (electrodes) designed to record electrical activity of electrogenic cells; they are also 

able to generate electrical stimulation. Nowadays, MEA systems represent an essential tool 

in any electrophysiological lab, thanks to the increase of computational power, which can 

now handle the amount of data recorded from the electrodes: it is possible to record for 

hours and perform on line data analysis, or store the data for post experiment analysis.  The 

Micro-electrode arrays from Multi Channel Systems (Reutlingen, Germany) provide 

microelectrode arrays used in this work. The devices are based on a glass slide, measuring 

49x49x1 mm onto which electrodes and tracks are fabricated by surface micromachining 

techniques. Titanium (Ti), or indium tin oxide (ITO), are selectively deposited via chemical 

vapor deposition to obtain tracks, electrodes and electrode pads. A subsequent layer of 

titanium nitrate (TiN) is deposited in the same fashion only on the electrode area to increase 

the area of contact with the electrolyte. Such coating increasing electrode stability against 

possible redox reactions, while bettering impedance properties. To provide insulation on all 

the device, except for the electrode area, a final layer of transparent silicon nitrate (Si3N4) 

is deposited (approximate thickness 500nm declared from producer). A reference electrode 

is fabricated outside the array of microelectrode to provide bath reference for extracellular 

field potentials stable sensing. All the materials are biocompatible, chemically stable in 

electrolytic environment, and easily coated with ECM proteins to promote cell adhesion. I 

used two different types of MEA:  MEA – 60 chips (Fig. 1.5b) made up of sixty TiN/SiN 

microelectrodes arranged in an 8x8 square grid (without the four electrodes in the corners) 

and MEA-4Q (Fig. 1.5c) chips made up of sixty TiN/SiN microelectrodes arranged in a 

grid 4x13 with a center line 1x7. In both cases, electrodes are 30 μm diameter and 200 μm 

pitch distance (Fig. 1.5b – 1.5c).   

For some experiments (C.f., Chapter 5) a Poly-dimethyl-siloxane (PDMS) mask was used 

to define two rectangular compartments over the MEA (Fig. 1.5d), interconnected by an 

array of microchannels (Fig 1.5e). Each compartment has an area of 8 mm2 (4 mm x 2 mm) 

and height of about 1 mm. Twenty-five microchannels (5 µm in height, 10 µm in width, 

150 µm in length and 50 µm spaced) connect the two compartments. The PDMS mask was 

obtained using a mixture of PDMS base (Syligard 184) and curing agent at a 10:1 ratio, 

which was polymerized in an oven at 80°C for 15 min. 
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The extracellular measurements were recorded using a commercial MEA2100 system (MCS) and 

acquired with the proprietary software MC_Rack (MCS). Electrophysiological signals were 

sampled at 10 kHz after 1200x amplification. During the experiments, MEAs were maintained at 

37 °C by controlled thermostat (MCS) to reduce the thermal stress of the cells and to reduce 

evaporation and variations of the pH medium, a constant flow of humidified gas (5% CO2, 20% O2, 

75% N2) was provided to the device. 

  

Figure 1.5: Devices used for the experiments. (a) MEA chip and sketch of: (b) layout MEA-60 and (c) layout MEA-4Q. 

(d) PDMS mask (highlighted in red dash-dot) coupled to 60-channels MEA. (e) Schematic layout of the PDMS mask 

and cross-section of two representative microchannels: it consists of two compartments interconnected by n = 25 

parallel microchannels which allow the communication by means of bundles of neurites. 

 
Figure 1.11 Sketch of the 3D cell culture protocol. A) Hippocampal and cortical cells are extracted from rat embryos. 

B) Once the tissue is dissociated, cells are plated either on the MEA, where the PDMS mask has been previously placed 

to define the two regions on the recording site area (C), or (D) into the Transwell, where glass microbeads have been 

previously deposited (E). To obtain a 3D structure, the suspension of neurons and microbeads is moved from the 

membrane to the MEA surface to make several layers, using a pipette (F-G). As the result of the procedure, (H) in both 

compartments of the device, a 3D mixture of microbeads and neurons is createdFigure 1.12 Devices used for the 

experiments. (a) MEA chip and sketch of: (b) layout MEA-60 and (c) layout MEA-4Q. (d) PDMS mask (highlighted in 

red dash-dot) coupled to 60-channels MEA. (e) Schematic layout of the PDMS mask and cross-section of two 

representative microchannels: it consists of two compartments interconnected by n = 25 parallel microchannels which 

allow the communication by means of bundles of neurites. 
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1.4 Cell Cultures 

1.4.1. MEA and Petri dish preparation 

Cell cultures have been plated according to the work on different devices. In the case of 

MEA plating, the chips are cleaned carefully the day before dissection and sterilized in the 

oven (120 °C) for 3 hours. Under aseptic conditions, the active surface of the MEAs is 

treated with an adhesion polymer: poly-L-Ornithine (PolyO). Precisely, 60 µl of PolyO 

which is then left to act overnight in the incubator. The next day, just before dissection, 

I proceed with the removal of the PolyO and with three surface washes of sterile water. At 

this stage, the MEAs are ready for cell plating. 

The technique undergoes adjustments with the application of the PDMS mask to the MEA. 

The day before the dissection, the mask was positioned and let adhere to the MEA surface. 

Then, the device (mask + MEA) was sterilized in an oven (120°C for 3 hours) to guarantee 

the aseptic condition. In order to hydrophilize the microchannels and maintain a 

hydrophobic contact surface (to prevent possible leakages), an oxygen-plasma treatment 

(50 s at 120 W) was performed. Therefore, the device was ready for the electrodes surface 

coating preparation. PolyO (18 µl) was placed inside the delimited area, being careful to 

keep separate the solutions of the two compartments. Then the procedure is the same 

described above. 

In the case of plating on Petri dishes or glass-bottomed Petri dishes, the process is the same 

as for plating on a plain MEA, with the only exception that sterilization did not take place 

in the oven but in 70% ethanol for 3 hours. 

  

1.4.2. 2D neuronal cell cultures  

Hippocampal and cortical tissues were removed from rat embryos at gestational day 18 

(E18) under sterile conditions (Fig. 1.6A). All procedures were carried out to reduce the 

number of animals and to minimize their suffering. The experimental protocol was 

approved by the European Animal Care Legislation (2010/63/EU), by the Italian Ministry 

of Health in accordance with the D.L. 116/1992 and by the guidelines of the University of 

Genova (Prot. 75F11.N.6JI, 08/08/18). Firstly, hippocampal and cortical fetal tissues were 

enzymatically digested in 0.125% Trypsin/Hank’s solution containing 0.05% DNAse 

(Sigma-Aldrich) for 20 min a 37°C. This process was quenched by adding culture medium 

supplemented with 10% of FBS. Then the tissue was mechanically dissociated with a fire-

polished Pasteur pipette. Neurons were suspended in a solution containing Neurobasal 

Medium (Sigma-Aldrich) with 1% Glutamax (Sigma-Aldrich), 2% B-27 supplemented 

(Sigma-Aldrich), 1% penicillin-streptomycin (Sigma-Aldrich).  

Then cells are plated in tight contact with the MEA (Fig. 1.6B). The plating was performed 

either onto the area defined by a PDMS mask or without any confinement (Fig. 1.6C). In 

all cases, cortical and hippocampal cells had a final density of 1500 cells/mm2 and 1300 
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cells/mm2, respectively. The PDMS mask allow me to perform both homogeneous and 

heterogeneous cultures. In the first case, both chambers were plated either with cortical or 

hippocampal cells, while in the heterogeneous configuration one chamber was plated with 

cortical and the other one with hippocampal neurons. Then, Neurobasal medium was added 

and the culture was incubated. Cultures were maintained in incubator at 37°C in a 5% CO2, 

95% humidity atmosphere for about 3 weeks by replacing half medium every week. Such 

a replacement was done using BrainPhysTM (Stemcell Technologies) neuronal medium 

which better reproduces the central nervous system extracellular environment and increases 

the proportion of synaptically active neurons (Bardy et al., 2015). This type of medium was 

supplemented with NeuroCultTM SM1 Neuronal Supplement (Stemcell Technologies). 

 

1.4.3. 3D neuronal cell cultures 

To obtain 3D cell cultures, cell dissection is the same as described above. The process is 

repeated until the first layer has been deposited in contact with the surface of the MEA (Fig. 

1.6B – 1.6C). PDMS masks were always used for 3D structures. The 3D assembly was built 

on top of the first layer using glass microbeads (Thermo Fisher) with 40 µm diameter 

(certified mean diameter of 42.3 ± 1.1 μm) that were self-assembled onto a Transwell® 

with a porous membrane (Costar Sigma) to form a monolayer (Fig. 1.6D ). In detail, the 

day before plating, glass microbeads were sterilized by exposure to 70% ethanol for 3 hours, 

then they were washed with sterile water three times. Sterile microbeads were treated with 

polyO and left in the incubator overnight at 37°C. The day of the dissection, the adhesion 

factor solution was removed and the glass microbeads were subjected again to three washes 

with sterile water. Then, microbeads were suspended in culture medium and were ready to 

be moved inside Transwell®. For the experiments presented in this work, 33 mm2 section 

Transwell® were used. Microbeads were settled on a single layer, where they self-

assembled in a hexagonal geometrical structure (Fig. 1.6E), allowing to determine the 

necessary number of microbeads to cover the Transwell® porous membrane. About 20’000 

microbeads were placed onto the Transwell® porous membrane defining a uniform layer. 

To make the microbead positioning into the Transwell® easier, each membrane was 

submerged in Neurobasal medium. We placed 100 µl of cells suspension on the microbeads 

at final concentration about 1’500 cell/µl and 1’300 cell/µl for cortex and hippocampus, 

respectively. The two main reasons to use a cellular concentration higher than the one used 

for the first layer (i.e., directly coupled to the electrodes) were: i) about 25% cells were lost 

when the microbeads were transferred to the MEA; ii) a fraction of cells will never come 

into contact with the microbeads, falling on the bottom of the Transwell®. The so achieved 

mixture of cells and microbeads was then incubated for about 6 hours, to ensure proper 

adhesion among them. The final cortical and hippocampal cell density was about 2’500 and 

2’200 cells/mm2, respectively. Then, several layers of microbeads with cells were placed 

above the cell monolayer previously plated over the MEA (Fig. 1.6F). Each chamber of the 
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device contained about 20’000 microbeads coupled to neurons arranged in 4/5 layers of 

about 4’300 microbeads each. The deposition of the different layers occurred through the 

removal of the microbeads and cells from the Transwell® and the deposition within the area 

to be covered, using a pipette (Fig. 1.6G). The layers were created repeating this operation 

several times and therefore a 3D structure was obtained (Fig. 1.6H). Finally, a large drop 

of Neurobasal medium was added to guarantee cell survival and the MEA with microbeads 

coupling with cells were incubated. The protocol for the next few days is the same as 

defined for 2D cell cultures. 

1.4.4. HEK-293 

The Human Embryonic Kidney 293 (HEK 293) cells were purchased from the American 

Type Cells Culture (UK). Cells were grown in T-25Flask (Thermo Fisher) with DMEM 

medium (Sigma-Aldrich), supplemented with 10% fetal calf serum (Sigma-Aldrich), 2 mM 

L-glutamine (Sigma-Aldrich), 100 U/ml penicillin (Sigma-Aldrich), 100 µg/ml 

streptomycin and maintained at 37 °C in a 5% CO2 / 95% air atmosphere.  Two days before 

the experiment, the culture medium was removed from the flasks and 5 ml of phosphate 

buffer saline (PBS, Sigma-Aldrich) were added. After one minute, 1 ml Trypsin was added, 

and the flask was incubated for two minutes to enable the cells to detach from the flask's 

bottom. The Trypsin is then blocked adding the culture medium containing the FBS. At this 

point, the cell suspension was transferred in 15 ml falcon tube and centrifuged (1000 rpm 

for 3 min.). The supernatant was aspirated, the cells were resuspended in 3 ml of culture 

medium, counted with the Thoma chamber and plated in Petri Dishes at the final density of 

Figure 1.6. Sketch of the 3D cell culture protocol. A) Hippocampal and cortical cells are extracted from rat embryos. 

B) Once the tissue is dissociated, cells are plated either on the MEA, where the PDMS mask has been previously placed 

to define the two regions on the recording site area (C), or (D) into the Transwell, where glass microbeads have been 

previously deposited (E). To obtain a 3D structure, the suspension of neurons and microbeads is moved from the 

membrane to the MEA surface to make several layers, using a pipette (F-G). As the result of the procedure, (H) in both 

compartments of the device, a 3D mixture of microbeads and neurons is created 
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10x103 cell/petri. The day after cells were transfected with 400 ng of c PIEZO1-GFP 

plasmid construct (C.f., Section 1.2.2.), using the Effectene Kit from Qiagen and according 

to manufacturer instructions.  

Next day cells were transferred following the procedure above described  into glass-

bottomed Petri dishes (35 mm diameter Petri, 10 mm diameter glass previously treated with 

the protocol described in section 1.4.1) to improve cell adhesion. Transfected cells 

expressing fluorescent PIEZO1 channels on their plasma membranes were used for calcium 

imaging experiments.  

1.4.5. MCF-7  

The human breast adenocarcinoma MCF-7 cells were purchased from the Interlab Cell Line 

Collection (ICLC) cell bank (San Martino Polyclinic Hospital Genova, Italy). MCF-7 cells 

were cultured in in Dulbecco’s Modified Eagle’s Medium (ThermoFischer) supplemented 

with 10% (v/v) fetal bovine serum (ThermoFischer), 1% antibiotics (diluted from a stock 

solution containing 5000 U/ml Penicillin, 5000 mg/ml Streptomycin) and 2 mM glutamine 

(ThermoFischer). They are maintained in incubator with a humidified atmosphere, 5% (v/v) 

CO2, and at 37 °C. When reaching more than 80% confluence, the cells were detached by 

using 0.25% Trypsin (ThermoFischer), plated onto Petri dishes (35 mm diameter) with a 

cell density of 1.6x106 cells/petri and incubated for 24h.  

1.4.6. Cell viability test 

To estimate the cell viability, the MCF-7 cells line were subjected to the MTT assay. The 

MTT assay is a colorimetric assay for measuring cell metabolic activity and proliferation 

which relies on the reduction of MTT, a yellow water-soluble tetrazolium dye, to purple-

colored formazan crystals, mainly by mitochondrial dehydrogenases. The formazan product 

is dissolved in isopropyl-alcohol, producing a colored solution and giving an estimation of 

the level of cytotoxicity, which was then quantified using spectrophotometry (565 nm 

wavelength). According to a linear relationship between cell activity and absorbance, the 

amount of color emitted is directly proportional to the number of viable cells. To be specific, 

5 mg di MTT was dissolved in 1 ml of PBS. The solution was diluted (1:10) in a FBS and 

culture medium without phenol red, forming the MTT solution. At this stage, the cells were 

taken from the incubator and their culture medium was removed in order to add 2 ml of the 

MTT solution for each culture. Such, the cultures were incubated for 3.5 h. Following that, 

the MTT solution was removed, and 2ml of isopropyl-alcohol were added to each Petri dish 

and allowed to work for 20 min in the incubator. Finally, the isopropyl-alcohol in the Petri 

dish was measured using the Agilent technologies Cary 60 UV-Vis spectrophotometer. The 

following formula is then used to measure cell viability (%CV): 

𝐶𝑉% =
𝑎𝑏𝑠𝑠𝑎𝑚𝑝𝑙𝑒

𝑎𝑏𝑠𝑐𝑜𝑛𝑡𝑟𝑜𝑙
∗ 100 (1.8) 
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Where abssample was the absorbance of the sample culture, and abscontrol was the absorbance 

of the control cultures, i.e. a cultures which was not handled.  
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1.5. Calcium Imaging 

1.5.1. Calcium imaging setup 

The inverted microscope iMIC (Till Photonics. GmbH) was used for the calcium imaging 

experiments. The manufacturer's software program controls all of the microscope's 

motorized components. The acquisitions were done on a single channel, with a fluorescence 

exposure time of 50ms and an LED exposure time of 5ms, and frames obtained at a period 

of 150ms. The calcium imaging experiments were performed in combination with sound 

stimulation, as described in Chapter 3, so the microscope was combined with the PA 

transducer setup (C.f., Section 1.1.2.). The two setups are interconnected via a LabView 

acquisition board NI-USB-6259 (National Instruments, Austin, TX), as seen in fig 1.7, 

which allows for simultaneous control of the US stimulus and the camera shutter via a 

designed specifically LabView program. In this way, the temporal information of the sound 

stimulus was preserved with respect to the click of the frame.  

1.5.2. Fluo-4   

Fluo-4 AM (Thermo Fisher) was used to measure the calcium concentration during the 

calcium imaging experiments. This labeled calcium indicators is excited by the 488 nm line 

of the laser and emitted at 520 nm wavelength. The Fluo-4 stock solution was mixed with 

9 µl of DMSO (1-5µM) and then with an equal volume of 20% (w/v) Pluronic in DMSO, 

making the final Pluronic concentration about 0.02%. The addition of the non-ionic 

detergent, Pluronic, can assist in the dispersion of the nonpolar AM ester in aqueous media. 

On the experiments day, the cells were incubated with 1 µl of AM ester for 20 minutes at 

37°C. In details, the Fluo-4 was added directly into the cell medium. It is worth notice that 

time and temperature were determined empirically; I decided to use the minimum dye 

concentration required to yield fluorescence signals with an adequate signal to noise. Before 

fluorescence measurements, cells were washed in an indicator-free medium to remove any 

dye that is nonspecifically associated with the cell surface.    

Figure 1.7: Sketch of the calcium imaging set up, from left to right: computer for interface image acquisition program and 

LabView program, LabView NI-USB-6259 board for US signal control and synchronization with the camera frame 

acquisition signal, PA setup for the emission of ultrasound, and iMIC microscope for image acquisition. 
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1.6. Drug Delivery  

1.6.1. Layer by layer technique  

The Layer by Layer (LbL) method allows the fabrication of multilayer thin film assembled 

on solid supports by the spontaneous sequential adsorption of oppositely charged species 

from aqueous solutions onto charged substrates (Sukhorukov et al., 1998). Nowadays one 

of its main application is the creation of hollow capsules or vesicles, using colloidal micro 

and nanoparticles as a template with a wide range of substances to construct multilayers 

(Hammond, 2012). This application allows encapsulation or incorporation into the layers 

of different substances, like medicines as a means of drug delivery. When the desired 

thickness is obtained, the particles can be used in the core-shell state, or the core can be 

dissolved to leave hollow polymeric capsules (Becker et al., 2010).  

To asses an innovative drug delivery technique (C.f., Chapter 4), I used the LbL polymeric 

capsules obtained with a template of calcium carbonate (CaCo3) and both synthetic and bio- 

polymers for the layer (Fig. 1.8a). The process of preparation of CaCO3 microparticles, 

with a diameter of about 4-5 µm, started introducing rapidly sodium carbonate (Na2CO3, 

Sigma-Aldrich) 0.33 M solution (1 ml) to calcium chloride dehydrate (CaCl2, Sigma-

Aldrich) 0.33M solution (1 ml) (Fig. 1.8a), using a 10 ml becker and a magnetic bar (1 cm 

long, 0.5 cm wide). The solution was immediately stir for 20 seconds at 900 rpm, then was 

divided into two 1 ml Eppendorf tubes which were centrifuged at 200 rcf for 2 minutes. 

Second, the supernatant was removed, being careful not to remove the pellet, by adding 1 

ml of Milli-Q water, vortexed for a few seconds, and still centrifuged. Three washes were 

done (Fig. 1.8a). Until starting with the polymers, an optical microscope was used to ensure 

that the CaCO3 cores were circular, with the proper diameter, and particle matter free. Then, 

1 ml of a polymer has to be added, starting from the negative one. The solution was 

suspended with the vortex for 10-15 minutes and then was centrifuged at 200 rcf for 2 

minutes (Fig. 1.8a). Such as for the cores, it is necessary to repeat the washing process with 

Milli-Q water for three times. Later, the positive polymer was added, repeating the same 

procedure. The positive and negative polyelectrolyte were altered to obtain 8 layers. In 

detail for synthetic microcapsules I used sodium polystyrene sulfonate (PSS, Sigma-

Aldrich) as negative polymer, and poly-allylamine hydrochloride (PAH, Sigma-Aldrich) as 

a positive polymer (Fig. 1.8b). Indeed, as a bio-polymers I used dextran sulfate sodium salt 

(DEX, Sigma-Aldrich) and poly-L-arginine hydrochloride (PLA, Sigma-Aldrich) (Fig. 

1.8b). Once finished all eight layers, 1 ml of ethylenediaminetetraacetic acid (EDTA, 

Sigma-Aldrich) 0.2 M at pH 5 was added, to decompose the internal CaCO3 core (Fig. 

1.8c), used as templates, and to obtain the final microcapsules. The solutions was suspended 

for 5 min, and was centrifuged at 1350 rcf for 2 minutes alternating it with Milli-Q water 

wash for three times.  
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For visualization, the shell of the microcapsules was labeled by depositing as seventh layer 

Dextran – Fitch (DEX, Sigma-Aldrich), while the core was labeled with a FluoSpheresTM. 

These nanoparticles (20 µl) were co-precipitated with CaCl2 0.33 M solution (1ml), and 

then Na2CO3 0.33 M solution (1 ml) was added. In this way, I obtained CaCO3 core visible 

in red fluorescence. The microcapsules were then produced as described above.  

1.6.2. Drugs encapsulations strategies  

To study drug delivery strategies, doxorubicin hydrochloride (DOX) was used as model 

drug. DOX was added to Na2CO3 0.66M solution at the final concentration of 0.25 mg/ml. 

Then it was rapidly co-precipitated with the same quantity of CaCl2 0.33M and the 

microcapsules were created with the technique described in section 1.6.1. To evaluate the 

quantity of doxorubicin encapsulated inside the microcapsules, the supernatants derived 

from all washes both of cores, polymeric layers and EDTA were kept apart. All these 

solutions were centrifuged at 4500 rpm for 2 minutes, to avoid having some remaining solid 

particles. Secondly, the solutions were analyzed using the Agilent technologies Cary 60 

UV-Vis spectrophotometer at the wavelength of 481 nm with a DOX calibration curve in 

Milli-Q water. The calibration curve is a general method for determining the concentration 

of a substance in an unknown sample by comparing to a set of standard samples of known 

concentration. Its principle is based on the Beer-Lambert law, which states that there is a 

linear relationship between the concentration and the absorbance of the solution, and this 

enables the concentration of a solution to be calculated by measuring its absorbance (Abs). 

The calibration curve of DOX was:  

Figure 1.8: (a) Schematic of the polyelectrolyte microcapsules fabrication by the layer-by-layer assembly (LbL). (b) 

Polyelectrolytes used in the manufacturing of microcapsules: PSS as a negative polyelectrolyte and PAH as a positive 

polyelectrolyte for synthetic microcapsules, while DEX and PAL as negative and positive polyelectrolytes for bio-

microcapsules. (c) The EDTA addition dissolved the core (CaCo3) of the microcapsules, obtaining hollow 

microcapsules. 
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𝐴𝑏𝑠 = 23.44279𝑥 + 0.01093 (1.9) 

Where Abs denotes absorbance and x denotes the concentration of DOX. As a result, the 

absorbance of the solvent produced by washes can be used to calculate its DOX 

concentration of the DOX. Since this DOX concentration was the amount of DOX released 

during the LbL steps (DOXfree), the efficiency of encapsulation was calculated as follows: 

𝐸𝐸% =
𝐷𝑂𝑋_𝑡𝑜𝑡 − 𝐷𝑂𝑋𝑓𝑟𝑒𝑒 

𝐷𝑂𝑋_𝑡𝑜𝑡
∗ 100 (1.10) 

where DOXtot was the amount of initial doxorubicin. Also, the percentage of DOX released 

from the microcapsules was also evaluated from a control sample, as follows: 

𝑅𝐷% =
𝐷𝑂𝑋𝑟𝑒𝑙𝑒𝑎𝑠𝑒𝑑 

𝐷𝑂𝑋𝑒𝑛𝑐𝑎𝑝𝑠𝑢𝑙𝑎𝑡𝑒𝑑

∗ 100 (1.11) 
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Chapter 2  

Ultrasound neuromodulation mediated by 

BTNPs 

2.1 Abstract 

Nowadays, the most commonly employed neuromodulation approaches either require 

invasive procedures (such as surgical implantation of electrodes or photon-emitting 

devices), or lack sensitivity and selectivity being based on electromagnetic fields. One of 

the challenges in the field of neuroscience is to identify new stimulation strategies, which 

balance efficacy with invasiveness. A promising family of non-invasive neuromodulation 

approaches exploits ultrasound (US), which can be focused to reach deep brain regions 

through the skull. In this work, we investigate the in vitro electrophysiological response of 

cortical networks, treated with piezoelectric barium titanate nanoparticles (BTNPs), to US 

pulses. We observed that US causes a reproducible and reversible inhibition of the network 

activity. Without BTNPs, the US stimulus does not affect the spontaneous electrical 

activity of the network.   
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2.2 Experimental Protocol and details 

2.2.1 Ultrasound stimulation 

Pulsed-wave ultrasound at 1MHz and variable intensity (from 0.7 W/cm2 to 5 W/cm2) was 

applied to cortical cultures using PA transducer (fig.2.1c, C.f., Chapter 1 | 1.1.2). 

Ultrasound was applied as a train of pulses (Fig 2.1d) with a period T=4s and 10% of duty 

cycle (DC, fraction of active signal). The wave amplitude of driving signal (DS) spanned 

from 20V to 70V, which correspond to the pressure field range from 0.1 MPa to 0.28MPa, 

respectively. Moreover, digital signal that identified the on and the off phases of US 

stimulation was recorder. 

2.2.2 Experimental protocol 

Cortical cells were plated into commercial MEA-60 hips (Fig. 2.1a-b, C.f., Chapter 1 | 1.3 

and 1.4.2). In this work, piezoelectric non-centrosymmetric barium titanate nanoparticles, 

whose details are reported in Chapter 1 | 1.2.1, were employed. The evening before the 

experiment (DIV 20), the nanoparticle was dispersed in cell cultures at a final concentration 

of 50 μg/ml. Finally, cultures were incubated overnight to allow the deposition of the 

nanoparticles. To evaluate whether the interaction cell-BTNPs affected the spontaneous 

activity of the network, 10 min of spontaneous cortical activity was recorded before the 

BTNPs addition (fig. 2.1e). After overnight deposition of BTNPs, 15 min of spontaneous 

electrophysiological activity was recorded (10 min as a basal control for the BTNPs effects 

and 5 min as a pre-stimulus). Then US stimulation began and 45 US pulses were delivered 

in a 3 min time window. After the stimulation, 5 min of spontaneous activity was recorded 

as post-stimulus (fig. 2.1e). To check whether the networks were responsive to external 

stimuli, electrical pulses were delivered by randomly chosen MEA electrodes at the end of 

Figure 2.1: Sketch material and methods. Cortical cells from cortical rat embryos (a) were plated into 60-channels MEA 

(b). The piezoelectric transducer is placed inside the MEA and guided by a home-made set up (c). The ultrasound were 

emitted as a pulsed wave (d). Description of the experimental protocol performed at 20 and 21 days in vitro (e). 
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each experiment. Bi-phasic (positive first) electrical stimulation was delivered for three 

minutes at an amplitude of ±1500 mV at the same frequency as US stimulation. This 

experimental protocol was used for n = 40 cortical cultures derived from five preparations. 

For each US amplitude, I recorded n = 4 cultures with and without BTNPs (negative 

controls). 

2.2.3 Analysis  

The analysis were performed in Matlab (The Mathworks, Natik, US) and all the details 

were reported in Appendix A. Statistical analysis was performed using Origin (Origin Lab 

Northampton, Ma). I performed a non-parametric Kruskall-Wallis test and significance 

levels were set at p < 0.05. The box plots representation indicates the percentile 25-75 

(box), the standard deviation (whiskers), the mean (square), and the median (line) values. 

Asterisks above the plots indicate statistically significant differences (0.01 < p < 0.05: *; 

0.001 < p < 0.009: **; p < 0.001: ***). 

2.2.4 Immunocytochemistry images 

Cultures were fixed using 4% paraformaldehyde in phosphate buffer (PBS) for 20 min at 

room temperature. Repeated washings with PBS to remove the fixative was done as post-

fixation step, followed by a permeabilization step with Triton X-100 0.2% (8 min); finally, 

the cultures were exposed to a blocking buffer solution (PBS with 2% BSA bovine serum 

albumin, 0.5% FBS). Antibodies raised against the specific markers NeuN and Map-2 were 

used and visualized by the Alexa Fluor 549- Gam (goat anti-mouse IgG) and Alexa Fluor 

488-Gar (goat anti-rabbit IgG) secondary antibodies (Thermo Fisher Scientific, Waltham, 

MA) in order to locate neuronal soma and dendrites, respectively.  
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2.3 Results  

I measured the effects of ultrasound on cortical cells using the setup described in Material 

and methods. Throughout the performed experiments, US were applied at 1MHz as a 

pulsed wave with 4s T at 10% DC. I first tested different US intensities to permit 

quantitative investigation of the effect-intensity dependence. Moreover, I worked with 

pulsed wave to avoid unwanted thermal effects due to the US stimulation (Tyler, 2011). 

With these US parameters and the experimental protocol depicted in Fig. 2.1e, I found that 

US stimulation induced a robust, reproducible and reliable inhibition of cortical 

spontaneous electrophysiological activity. In addition, I also established that the response 

to US is highly reversible. In the next sections, after a brief description of the US 

characterization results, I presented the effect of the stimulation via the acoustic-electric 

transduction provided by the BTNPs on the cortical cells, using two groups of experiments. 

First, cultures of cortical neurons treated with BTNPs (50 μg/ml); second, control cultures 

of cortical neurons without nanoparticles. 

2.3.1 Ultrasound characterization 

In order to assess that the US complied with the limits of the mechanical index (MI) and 

thermal index (TI) and could therefore be defined as safe for cells (IEC 62359), the pressure 

field emitted by US transducer has been characterized using a miniaturized hydrophone, 

temperature sensor and a MEA filled with Neurobasal medium (C.f., Chapter 1 | 1.1.3). 

The transducer was controlled by a high voltage driving signal (DS) from 20V to 70V. The 

resulting sound pressure field spans from 0.1 MPa to 0.28 MPa (Fig. 2.a); due to the 

properties of the sound wave, the MI assumes the same values as the sound pressure field. 

In all cases, MI stays below 0.3, which is the widely and accepted threshold value to fully 

prevent cavitation effects (C.f., Chapter 1 | 1.1.1.). To assess temperature changes, MEA 

filled with Neurobasal medium was exposed by 3min of US stimulation with 10% of the 

Figure 2.2: (a) Calculated sound pressure field as a function of US driving signal (DS). (b) Temperature increase of the 

solution in function of DS. (Blue line indicates the initial temperature of the solution T0) 
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duty cycle. To replicate the experimental temperature conditions, the MEA was placed on 

the Multi-Channel Systems MEA2100 headstage, keeping the temperature at 37°C with a 

thermostat. I observed that the increase of temperature was about 0.6 °C up to 70V (Fig. 

2.2b). The temperature rise is less than one; so, keeping in mind that TI is implied by the 

ratio of ultrasound power to those that induce a temperature rise of one degree in the tissue 

(Cf., Chapter 1 | 1.1.1.), and that the FDA set the safe threshold at 6, I may assume that my 

system is a safe system. 

2.3.2 Ultrasound with BTNPs 

The BTNPs were added to the culture medium, in order to be in direct contact with the 

cells bodies (fig. 2.3a bottom). To determine whether the only presence of nanoparticles 

can affect the spontaneous activity of the cells, the firing rate before and after the BTNPs 

addition were compared. By qualitatively analyzing the behavior of cell cultures before 

(Fig. 2.3b top) and after the delivery of nanoparticles (Fig. 2.3b bottom), it was observed 

that there was no macroscopic differences in the spontaneous patterns of 

electrophysiological activity. The more accurate analysis showed that all parameters 

defining electrophysiological firing and bursting features of the networks did not reveal 

significant variations between the two conditions (Fig. 2.3c-f). With respect to the median 

values, it can be noted that the MFRNOBTNPs has a value of 1.54 sp/s which shift to 1.51 sp/s 

(p = 0.76) after the inclusion of nanoparticles, whereas for the MBR the median value 

moves from 5.49 bursts/min to 4.98 bursts/min (p = 0.45), therefore the frequency of firing 

Figure 2.3: (a) Neuronal network image of mature cortical culture (21DIV) without (W/O BTNPs, top) and with (BTNPs, 

bottom) BTNPs: the fluorescent image (green: MAP2, red: NeuN ) is superimposed on the DIC image of the same area 

(dark dust: BTNPs, dark circle: MEA electrode. (b) Representative raster plots of the spontaneous activity of a neuronal 

network before (W/O BTNPs) and after (BTNPs) the piezonanoparticles addition.  Spiking and bursting activity 

characterization of culture before (W/O BTNPs) and after (BTNPs) the piezonanoparticles delivery: (c) mean firing 

rate (MFR); (d) mean burst rate (MBR); (e) inter bursts interval  (IBI); (f) bursts duration (BD)  
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and bursting has not been affected by the BTNPs presence. Similarly, also the bursting 

features evaluated in terms of burst duration and inter burst interval do not show significant 

variations. Figures 2.3e and 2.3f reveal that the median of  BDNOBTNPs settles at 94.10 ms 

while the BDBTNPs at 95.89 ms (p = 0.94), in the same fashion the median value of the 

IBINOBTNPs settles at 13.64 s and reaches 14.56 s (p = 0.5) with the nanoparticles.  

 

To study the US effects on the cortical activity, each stimulation phase of the experimental 

Figure 2.4 (a) Spiking and (b-d) bursting activity of cortical cultures with BTNPs as a function of ultrasound DS 

amplitude. 
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protocol (cf., Fig. 2.1e) was compared with its own pre- and post-phases. Fig. 2.4 shows 

these comparisons as a function of the used DS amplitudes. For all the considered voltage 

amplitudes (20, 40, 50, 60, and 70V), as cells are exposed to ultrasound stimulation 

mediated by piezoelectric nanoparticles, both spiking (MFR) and bursting (MBR) activity 

decreases in a statistically relevant manner between the pre-stimulus (black) and 

stimulation phase (green). Such a detected inhibition is transient, as in the post-stimulation 

phase (gray), both spiking and bursting activities recovery the initial conditions (pre-

stimulus). Furthermore, although the US stimulation induces a substantial decrease in the 

frequency of the bursts, it does not modify their characteristics; in particular, the inter bursts 

interval (IBI) (Fig. 2.4c) and the duration of the burst (BD) (Fig. 2.4c) remain constant for 

all DS amplitudes during the three phases.  

The MFR and MBR values were calculated considered all active channels (i.e., MFR  0.1 

sp/s) detected during the pre-stimulation phase (C.f., Section 2.6). During the US 

stimulation, a decrease in firing activity was overall observed, and some electrodes were 

completely silent. In order to ensure whether this phenomenon was not due to irreversible 

damage to the neural network, but to a single transient effect associated with stimulation, 

the percentage of active channels (%Chactive) in the Pre-stim, Stim, and Post-stim phases 

was investigated. In order to compare the values of different cultures, for each experiment, 

the number of active channels was normalized to the corresponding value calculated before 

the stimulation phase (considered the reference percentage, such as 100% (pre-stim, black 

dots). Fig. 2.5a suggests that the %Chactive during the stimulus phase (green dots) never 

dropped below 65% and remained at an average value of 90% for DS below 50V and about 

68% for the highest simulation amplitudes. Therefore, I could assume that the reduction of 

the firing highlighted by the MFR and MBR parameters is related to the transient 

inhibition/depression of the whole network. In fact during the post-stimulation phase (gray 

dots) the percentage settled back to about 100%, reaching the lowest value of 93% for 

stimulation with a DS of 70V. It could therefore deduce the stimulus caused a transient 

inhibition, which was entirely reversible. 

Since cortical networks were modulated by pulsed stimulation, the probability that the 

electrodes were activate during the stimulation phase (P(Chactive)) was assessed by keeping 

the on and off phases of the US train separate. Fig. 2.5b shows for one significant 

experiment and for each considered amplitudes, the probability that the channels are 

triggered during the off-period (USoff, red line) and on-period (USon, green line). Up to 

50V, a regular pattern of activation is clear and evident for all the off-periods during the 

entire stimulation (red lines), as well as the probability during the on-period (green lines). 

Moreover, Figure 5b indicates that the (P(Chactive)) is almost greater in the US off-period 

than in the on-period. Observing the last two panels of Fig. 2.5b, descriptive for 60V and 

70V, it could also be observed that, the (P(Chactive)) during the USoff does not last for the 

entire duration of the US stimulation, but it interrupts after 10-20 pulses. Similarly, also 
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the probability of activation during the USon (green lines) quickly decreases. 

To evaluate a possible involvement of network weakness due to US stimulation, the 45 

stimuli were split into 3 groups of 15 for both USon and USoff times. Figure 5c reinforces 

that for all US stimulus amplitudes in all 3 groups, the probability that the channels are 

involved is much higher in the USoff times than in the USon ones. For 20V (black diamond), 

40V (red diamond), and 50V (blue diamond) the probability that the channels are activated 

during the off-period compared to the on is statistically significant (p <0.04) in all three 

groups. When the stimulation amplitude is set to 60V (green diamond) or 70V (magenta 

diamond), the significance difference between USon and USoff periods for the second group 

is lost (p = 0.1 and p = 0.08, respectively) while it is kept for the first and third groups. In 

order to rule out any stimulation stress effect on the cortical networks, the (P(Chactive)) in 

the USoff periods for each amplitude were compared and no statistical differences among 

the three stimulation groups were found (20V: p = 0.5; 40V: p = 0.08; 50V: p = 0.85; 60V: 

p = 0.13; 70V: p = 0.07). The percentage of probability variation between the off and on 

period (% ΔP) highlights the stimulation propensity to decrease the chance of activation as 

the US amplitude increases. During the third stimulus period with the lowest amplitude, I 

Figure 2.5: a) Percentage of active channels (%Ch) as a function of different DS during the three protocol phases: pre-

stimulus (Pre-Stim, black dots), stimulus (Stim, green dots) and post stimulus (Post-Stim, gray dots). (b) The trends of 

the probability of the active channels of a representative experiment in the 45 stimuli for the on (green line) and off 

period (red line) for the US stimulation amplitude of: 20V, 40V, 50V, 60V and 70V; (c) probability that the electrodes 

are active during on and off stimulation phases divided into three stimuli groups (1-15, 16-30 and 31-45).  
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have a 20% variation with a 0.2 probability of activation between both on and off periods, 

and this % ΔP value was maintained constant up to 50V amplitude stimulation (40V: 18% 

with an average of 0.4 activation probability; 50V: 21% with an average of 0.21 activation 

probability). These values are close to those observed with the same amplitudes in the first 

stimulus group (1-15); in particular the % ΔP sets at 23% for 20V and 40V and 18% for 

50V with average activation probability at 0.2, 0.17 and 0.21 respectively. These results 

further prove that there was no alteration in the activation trend during the 45 stimuli within 

this range of stimulation amplitudes.  

At 60V and 70V stimulation amplitude, the % ΔP decreases to 12% and 7% with an average 

activation value of 0.09 and 0.05, respectively, during the last stimulus group (31-45). 

Compared to the same values with lower amplitudes, it points out that the probability of 

getting active channels is very low even in the USoff period, also confirmed by the higher 

% ΔP and the higher average probability of the first category of stimuli (1-15) at 60V and 

70V: 22% of % ΔP with a medium activation probability of 0.18, and 12% with 0.05, 

respectively. 

At the end of the each experimental session, cortical cultures were electrically stimulated 

by one randomly selected electrode to observe whether the cells were adequately receptive 

to external stimuli. Electrical stimulation was delivered for three minutes at an amplitude 

of ±1500 mV at the same frequency as US stimulation. I looked at the PSTH as the 

probability of the channels activation in the first 300 ms after electrical or US stimulation 

Figure 2.6:  Representative Post stimulus time histogram (PSTH) of the probability of channels activation after the delivery 

of: (a) US stimulation and (b) electrical stimulation (bin 5ms). Cumulative PSTH after the delivery of: (c) US stimulation 

and (d) electrical stimulation (bin 5ms) (e) PSTH area of the US and electrical stimulation. 
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(bin 5 ms). Fig. 2.6a shows the trend of PSTHs of all 60 channels of a representative 

cortical culture subjected to US stimulation at 50V, it can be observed that the most of 

channels do not exhibit any response in the 300 ms following the pulse. During this 

temporal window, some channels display electrophysiological activity, albeit in a scattered 

fashion over time. By examining the electrical stimulation delivered to the same culture, 

we may note that most of the channels are involved in the post-stimulation activity (Fig. 

2.6b). Observing the cumulative PSTH of all cortical cultures interested by US stimulation 

(Fig. 2.6c), the almost flat and low (<PSTH> = 0.001) trend confirms the non-responsivity 

to the US stimulation. On the other hand, the cumulative PSTH induced by the electrical 

stimulation (Fig. 2.6d) shows that the probability of activation is very high during the first 

bins (fast AMPA receptors activation), to then decrease exponentially (after slow-NMDA 

receptor activation). In order to quantify the response at the two different stimulations, I 

compared the underlying PSTH areas that indicate a strong statistically difference (p = 

3.8·10-7). This allows us to claim that cortical networks coupled to MEAs were actually 

able to respond to an external stimulation and, furthermore, as electrical stimulation was 

performed after ultrasound stimulation, it ensures that the US parameters did not stress the 

networks. 

 

2.3.3 Ultrasound without BTNPs 

The same stimulation protocol was used on a batch of n = 20 cortical cultures not treated 

with BTNPs. This control experiment (performed at DIV 21) allowed us to evaluate 

whether i) the decrease in firing and bursting rate was not related to damage caused by US 

waves and ii) the observed inhibitory effect was associated to the co-presence of US 

stimulation and piezoelectric nanoparticles. The analysis of sister cultures allowed to prove 

that both firing and bursting activity does not change as a result of a mere US stimulation 

without the delivery of BTNPs (Fig. 2.7).  

The electrophysiological activity preserves the same trend in pre-, post- and stimulation 

phases on average, without any statistical wariations. In order to confirm that mere 

stimulation, in the absence of piezoelectric nanoparticles, has no impact on cortical 

cultures, the number of active channels in the three phases of the stimulation experiment 

has also been assessed. With respect to the number of active channels during the pre-

stimulation phase, no significant decrease during stimulation was observed: the channel 

activation percentage was set to 99% for 20V and 70V, and to 100% for the remaining 

stimulation amplitudes. In the post-stimulation period, the channel activation percentage 
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remained at 99% for 20V, 40V and 60V and to 96% for 50V and 70V. 

Figure 2.7: (a) Spiking and (b) bursting activity of cortical cultures with BTNPs as a function of ultrasound 

DS amplitude. 
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2.4 Conclusions 

US stimulation is emerging as an alternative noninvasive brain modulation technique in 

neuroscience  (Blackmore et al., 2019). Previous studies demonstrated the possibility of 

neuronal stimulation using nanomaterials (Rojas et al., 2018)  (Marino et al., 2020). In 

(Rojas et al., 2018) it was observed that extremely low US intensity of about 1-2 kPa, 

coupled with BTNPs, induced an excitation on both cortical and hippocampal neuronal 

networks.  

In this work, I studied the effects of higher US pressure fields (from 0.05 to 0.3 MPa) on 

networks of neurons from the rat cortex, and I observed that US stimulation causes a 

reproducible and reversible inhibition of the spontaneous activity. The inhibition, 

characterized for different US intensities, could be selectively observed for the duration of 

the stimulus. In fact, I also found that after the stimulation the network recovers to the 

spontaneous activity observed before, both in terms of firing and bursting rate. I also 

evaluated the changes in the temperature medium during the stimulation protocol. The 

temperature increase is below what is considered safe by the FDA in terms of the Termal 

Index (TI) value. Furthermore, control experiments show that the same temperature 

increase does not cause any change in the spontaneous electrical activity of the neuronal 

network when BTNPs are not present. 

The response I observed (i.e., activity inhibition rather than excitation) could be ascribed 

to a localized rise in temperature caused by the interaction of US and nanoparticles. Indeed, 

nanoparticles have been used to induce localized heating when irradiated with hexogen 

stimuli (Kabb et al., 2015; Kaczmarek et al., 2018).  Considering that the mechanism of 

neurons inhibition is a complex function affected by the heat dependence of membrane 

conductance, membrane potential and capacitance changes, one can speculate that the 

heating induced by the nanoparticles adsorbed on the cell membrane could cause a 

temporal inhibition on the cortical activity as observed using gold nanorods absorbing near 

infrared light (Yoo et al., 2014).  

Based on these preliminary results I propose a US stimulation regime at higher intensities 

than previous work conducted in my lab, however still well below any threshold to be 

considered safe for humans, which provide a different electrophysiological response with 

respect to the one previously observed in the same experimental model (i.e. inhibition 

instead of excitation). If more systematic experiments will confirm this trend, and a 

biophysical model of the transduction mechanism capable to interpret both results will be 

developed, US stimulation mediated by piezoelectric nanoparticles could represent an 

extremely powerful neuromodulation technique with a translational potential in the clinics.
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Chapter 3  

Activation of Piezo1 by US 

3.1 Abstract 

As discussed in the previous chapters, several research groups have studied US effects on 

electrical activity of nervous tissue, with the aim of employing US neuromodulation as a method 

for treating mental and neurological disorders (Chan et al., 2017; Menz et al., 2013; Tufail et al., 

2010; Tyler et al., 2008). Nevertheless, the mechanisms underlying US neurostimulation are still 

unclear; these may include mechanical forces, heating, and cavitation. In this work I investigated 

the effects of US on the membrane channel Piezo1 expressed in a model cell line (HEK-293) by 

imaging intracellular calcium dynamics. The focus of this study was to evaluate whether US can 

activate Piezo1, which is a cationic channel sensitive to plasma membrane mechanical 

deformations. Piezo1 channels have been found in the peripheral nervous system of mammals 

(e.g. DRG cells) but not in the brain (Coste et al., 2010). Therefore the long term strategy would 

be to render a neuronal population in the brain selectively sensitive to low intensity US by 

overexpressing Piezo1 (e.g. by exploiting some gene therapy approach).
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3.2 Experimental Protocol and Analysis 

3.2.1 Experimental protocol.  

The experimental set-up for simultaneous US stimulation and calcium imaging recording of 

cultured cells is illustrated in Chapter 1.  Briefly, the set-up is based on a iMIC microscope and a 

1MHz US transduecer. An US unfocused beam was trasmitted from the piezoelectric transducer 

directly immersed into the culture medium above the culture substrate and positioned parallel to 

it. I also verified, using a needle hydrophone, that with this configuration the US field resulted 

uniform over the cell culture area. HEK293 cells were plated into glass-bottomed Petri dishes 

(C.f., Chapter 1 | 1.4.4). On the day of the experiment, the cells were removed from the incubator, 

loaded with the calcium sensitive fluorescent dye (Fluo4 C.f., Chapter 1 | 1.5.2), and placed back 

in the incubator for 20 minutes. After that the culture medium was replaced by 2 ml buffer solution 

and the recording area was selected using the motorized stage of the microscope.  Cells were then 

exposed to a train of US pulses with a period of 100 ms and a duty cycle of 10% for a total time 

of 2 seconds. The same experimental protocol was repeated at different US intensities and for 

three different cell culture substrates: uncoated glass, 4 kPa PMMA hydrogel layer, and 40 kPa 

PMMA hydrogel layer (Fig. 3.1). PMMA layers were deposited at the Centro Cardiologico 

Monzino IRCCS in Milan, using the protocol described in (Santoro et al., 2018). The resulting 

thickness of the layer was estimated to be 200 µm. 

3.2.2 Data Analysis 

Data were analyzed using Fiji, an open source image processing package based on ImageJ2, and 

Ana Software, open source software developed by Michael Pusch. Curve fitting was performed 

using MatLab. All data presented are the average at least three experimental sessions. Appendix 

A contains a detailed description of the analysis protocol. The percentages shown in the results 

were determined using three Petri dishes containing an average of n = 50 cells. The box plots 

representation indicates the percentile 25-75 (box), the standard deviation (whiskers), the mean 

(square), and the 99% (x) of values.   

Figure 3.1: Optical images of HEK 293 cells plated on different substrates: glass (left), 4 kPa PMMA hydrogel (middle) and 40 kPa 

PMMA hydrogel (right).  



     3.3 Results 

 

63 | P a g e  

3.3 Results 

I evaluated how the calcium signal upon US exposure is related to the expression of Piezo1, US 

intensity, and the stiffness of the substrate. The signal I measured in the experiments is the 

intensity emitted by a calcium dye (Fluo4, Fig. 3.2) and how it varies over time during US 

stimulation. Different processes can induce changes in the intensity of the signal: I considered a 

decrease (modeled as exponential) due to photobleaching of the dye and an increase due to the 

opening of the Piezo1 channels that allow calcium influx which, in turn, can trigger calcium 

release from intracellular stores. 

For the results, I analyzed the fluorescence imaging stack of the cells to detect those which 

Figure 3.2: Sequence of successive calcium images for a representative experiment showing the increase in intensity emitted by 

the calcium dye after US stimulation. The red mark indicates when the US stimulation is started; time interval between images: 

0.33 s. 
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increase their fluorescence intensity (IF). As a result, I measured the percentage of cells with 

Piezo1 channel activation in relation to the total number of cells in the optical region. Moreover, 

a normal calcium signal was characterized by the descendent pattern that is typical of 

photobleaching, the photochemical irreversible inactivation of a dye. I analyzed the calcium 

signal integrated over a single cell by looking for a change in its concavity (i.e. change in sign of 

the second derivative: inflection point) after the beginning of the US stimulation as a marker of 

activation (i.e. opening) of the Piezo1 channels. Moreover, I determined the time interval (ΔT) 

between the start of US stimulus and the Piezo1 activation (i.e. inflection point).  

3.3.1 HEK 293 cells and ultrasound 

Firstly, I verified the normal calcium signal trend of transfected cells to express Piezo1 channels, 

without US stimulation. Figure 3.3a shows the expected exponential decrease of the IF due to 

photobleaching. Then, to evaluate whether the calcium transients could be induced by US 

stimulation only, I submitted non-transfected HEK 293 cells to the US stimulation protocol at 

intensities of 0.21, 2.56 and 6.78 W/cm2. Figure 3.3b reports the calcium signal response of three 

representative cells for the three US intensities which follow the decrease due to photobleaching. 

As a result, I deduced that US alone cannot induce calcium transients in HEK 293. The same 

experiments were performed on cells transfected in order to express CD8 membrane protein 

instead of Piezo1. As shown in Fig 3.3c, US did not induce any effect on the recorded IF signal, 

as a clear indication that the cell transfection procedure itself does not sensitize cells to US. This 

control was replicated for n = 50 cells for each cell substrate (glass, 4 kPa hydrogel, and 40kPa 

hydrogel) producing the same results, reported in figure 3.3c. 

Figure 3.3: Results of calcium imaging of control experiments: (a) Photobleaching pattern of transfected HEK cells in absence 

of US stimulus. (b) HEK 293 non transfected and subjected to US stimulation (red rectangle) at different intensities: 0.21  

W / cm2, 2.56W / cm2 and 6.78 W / cm2. (c) HEK 293 transfected to express CD8 protein US stimulated (red rectangle) at different 

intensities and plated on different substrates: glass (blue), 4 kPa hydrogel (red) and 40 kPa hydrogel (green) 
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At this point, I investigated the calcium signal in HEK cells transfected with Piezo1 channels and 

stimulated with different intensities of US. This was carried out for each of the substrates used 

for cell plating. I started studying the responsiveness of cells plated directly on a glass coverslip. 

Figure 3.4a shows the ΔT between US stimulus starting instant and the inflection point of 

fluorescence intensity as a function of US intensities. The cells started to exhibit Piezo1 channel 

activation after US stimulation at 0.02 W / cm2. In this case, a small rise in IF was rapidly depleted 

(Fig. 3.4b). Furthermore, the percentage of activated cells was equal to 16% for this US intensity. 

The same trend was observed with a 0.08 W/cm2 US, with the only difference being an activation 

percentage that settled around 29%. From 0.21 to 6.78 W/cm2, the Piezo1 channels were triggered 

with rising percentages of 34%, 42%, 67%, 85%, and the IF started to increase with smaller ΔT, 

indicating a more pronounced correlation with US stimulation. We may deduce that the decrease 

in ΔT was caused by higher US intensities, which resulted in the opening of a larger number of 

Piezo1 channels. For the two maximum US intensities (2.56 and 6.78 W / cm2), it is worth noting 

that the ΔT was determined based on the detection of the inflection that blocked the 

photobleaching pattern. The final fluorescence peak was triggered at a ΔT of around 1.26 s and 

1.98 s for intensities of 2.56 and 6.78 W / cm2, respectively, after a brief increase in the observed 

IF trend. Figure 3.4b shows representative trends of a cells IF for each US intensities. 

The activation of Piezo1 channels in response to US was then observed in cells on a 40 kPa 

hydrogel substrate. With 0.02 and 0.08 W / cm2 US stimulation, IF increased for 0% of the cells, 

and no inflection was observed. The first IF increase was observed with 0.21 W / cm2 US intensity.  

In this case, the IF was detected about 0.7 s after the s and art of US stimulation (Fig. 3.5a), and 

returned to basal values after a few minutes, but only 17% of the cells followed this pattern.  By 

increasing the stimulus intensity to 0.71W / cm2, the cells responsiveness was comparable to those 

Figure 3.4: (a) Time difference (ΔT) between the start of US stimulation and the inflection of the fluorescence intensity of the 

cells (related to the calcium transients) as a function of US intensities. Measured on n = 5 cells. (b) Fluorescence intensity trends 

of a representative cell for each US intensities. The red square indicates the US stimulation, while the blue line indicates the 

inflection point.  
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observed for cells plated directly on glass (Fig. 4b). The IF increment was detected about 0.3s 

after the US stimulus and about 42% of cells were activated (Fig. 3.5a). The IF gradually increased 

up to 3 seconds, then continued to rise more rapidly (Fig. 3.5b). For the highest US intensities, 

2.56 W / cm2 and 6.78 W / cm2, the photobleaching effect stopped after about 0.21s and 0.14s 

(Fig. 3.5a) leading to the rapid increase in intensity after 0.83s and 1.21s (Fig. 3.5b), respectively. 

For stimulation at 2.56 W / cm2 the activation percentage settled at 65% while for 6.78W / cm2 at 

77%. 

Finally, the same analysis was performed on cells plated on 4 kPa hydrogels. The first ultrasound 

intensity at which the piezoelectric channels were activated in this case was 0.71 W / cm2, while 

the lowest intensities (i.e., 0.02, 0.08, and 0.21 W / cm2) exhibited 0% cells reactive to stimulus. 

A clear calcium transient peak was not observed, a small rise in the IF of the cells was found at a 

ΔT of 1.7 s, which blocked the photobleaching trend (Fig. 3.6a). The percentage of cells settles at 

about 17%. As the pressure of the US was increased to 2.56 W / cm2, a more pronounced rise is 

observed (Fig. 3.6b), but only in approximately 20% of the cells. In this case the increment in IF 

started at ΔT of 1.21 s (Fig. 3.6a). US intensities of 5.12 and 6.78 W / cm2 showed typical peaks 

associated with calcium transients (Fig. 3.6b) and the percentage of activated cells settled at 

values of 38% and 65%, respectively. It should be noted that for higher intensities, the image 

acquisition was influenced by the US induced vibration, making it difficult to detect the exact 

moment when the curve began to rise, and the calculation could be affected by smaller precision 

errors. However, the inflection that interrupted the photobleaching pattern was observed at ΔT 

values of around 0.43 and 0.26 s for intensities of 5.12 and 6.78 W / cm2, respectively (Fig. 3.6b); 

furthermore, the usual peak of calcium transients was triggered with a slight delay, after 1.79s 

(5.12 W / cm2) and 1.32s (6.78 W / cm2) with respect to the start of ultrasound stimulation. 

Figure 3.5 (a) Time difference (ΔT) between the start of US stimulation and the inflection of the fluorescence intensity of the cells 

(related to the calcium transients) as a function of US intensities. Measured on n = 5 cells. (b) Fluorescence intensity trends of a 

representative cell for each US intensities. The red square indicates the US stimulation, while the blue line indicates the inflection 

point.  
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Figure 3.7 shows the percentage of cells that displayed intracellular calcium increase for the three 

different substrates as a function of US intensity. Cells plated directly on glass consistently 

demonstrated the highest activation rate, with 30% of activated cells for a stimulus at 0.08 W / 

cm2) and more than 50% for 2.56 W / cm2 and up to 85% for 6.78 W / cm2. Cells plated on 40 

kPa hydrogels displayed activation percentages very close to those of glass for US pressure values 

greater than 0.71 W / cm2, stopping at 78% for the larger intensities. Regarding the cells plated 

on 4 kPa hydrogels, it was observed that Piezo1 channels were activated only for very high US 

intensity values, but they included less than half of the cells for sound stimulus up to 5.12 W / 

cm2, and only for the maximum intensity they achieved 65% activation. 

Figure 3.6: (a) Time difference (ΔT) between the start of US stimulation and the inflection of the fluorescence intensity of the cells 

(related to the calcium transients) as a function of US intensities. Measured on n = 5 cells. (b) Fluorescence intensity trends of a 

representative cell for each US intensity. The red square indicates the US stimulation, while the blue line indicates the inflection 

point.  

 

Figure 3.7: Percentage of the activated cells on the different substrate: glass (blue squares), 40 kPa hydrogel (red squares) and 4 

kPa hydrogel (green squares). The percentage was calculated on about n= 200 cells for each experimental configuration. US 

intensities were reported on a logarithmic scale.  
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3.4 Conclusions  

The experiments reported here agree with the work published by (Qiu et al., 2019) and confirm 

that the mechanical stimulation produced by low-intensity US (i.e. in a sub-cavitation regime and 

short enough to induce neglectable temperature increases (C.f., Chapter 2, I used the same US set 

up) is capable to activate Piezo1 channels and generate a detectable collective ion flux at the 

single cell level.  

I observed an effect of the US intensity which I quantified as the percentage of cells over the 

whole population that showed an increase in fluorescence following US stimulation. More 

interestingly, for the first time in my knowledge, I also investigated the effect of the cell substrate 

on such response. The motivation for adding an hydrogel layer as cell culture substrate was 

twofold: on one end I wanted to move away cells from the solution/glass interface: due to the 

large difference in acoustic impedances between the two media there might be effects on US 

propagation (e.g. reflections and interferences) which might cause relevant mechanical effects in 

the region close to the interface on the other end it is well known that cells are sensitive to the 

mechanical properties of the substrate and respond accordingly rearranging their cytoskeleton; it 

has been shown that Piezo1 is not directly activated by mechanical stresses applied to the plasma 

membrane (Coste et al., 2010) but is also involved in the transduction of changes of ECM stiffness 

into a physiological response (Chakraborty et al., 2021; Emig et al., 2021; Wang et al., 2021). It 

seems therefore reasonable that its activation to the mechanical stimulation provided by the US 

pressure wave is affected by the substrate stiffness either directly or indirectly by a cytoskeleton 

reorganization.  

Indeed, I observed an increase in the percentage of activation for the hydrogel with higher 

stiffness at all intensities. Accordingly, for glass I observed a response at even lower intensities, 

while at higher intensities the response was similar to the one for the stiffer hydrogel. This result 

is relevant not only for the basic understanding of the mechanism of sonogenetics, but also when 

thinking of translating this technology in vivo, where the microenvironment sense by cells has 

mechanical properties more similar to a soft hydrogel rather than a hard glass substrate. 

From the preliminary results I obtained it seems that “moving away” the cells from the 

solution/glass interface by 200 µm did not induce a significative difference in the calcium 

response. One should not that that the wavelength of 1 MHz US wave propagating in water is 

1.48 mm: the difference in the position of the cells with respect to the interface with glass was 

therefore only 13% of the wavelength and therefore interference effects due to reflections, even 

if present, might not be relevant.  

The experimental setup I used limited the maximum thickness of the hydrogel since the US 

transducer is immersed in the solution from the top and the microscope objective needs therefore 

to approach from below. More experiments are needed, possible with a setup where US 

stimulation is coupled to the cell culture dish from the bottom in order to approach the cell culture 

plane with an objective from the top.  
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Chapter 4  

US-mediated Drug Delivery 

4.1 Abstract 

In recent years, demand for novel drug delivery systems has risen to minimize the adverse effects 

associated with systemic administration of drugs that affect both healthy and diseased tissues. 

Controlled and targeted drug release will lead to an improvement in the effectiveness and safety 

of the treatment, with positive effects for the health of the patient (Ricotti et al., 2015). In 

particular, there is an increasing interest in Pulsatile Drug Delivery Systems (PDDS) that allow 

targeted treatment in spatial and temporal terms (Arora et al., 2006). The aim of this work is 

ultrasound (US) as a fully non-invasive method for developing a protocol for the release of a 

model drug (doxorubicin) contained in polyelectrolyte microcapsules (PCs) (Cf., Chapter 1 | 1.6 

). The proposed ultrasound-based release protocol was first characterized and then tested in vitro 

for cancer cells, MCF7 (Cf., Chapter 1 | 1.4.5). We have therefore demonstrated that the use of 

the appropriate transducer enables the release of the drug from the capsules in a controlled 

manner, to be safe for human tissues and to respect the biocompatible values of the mechanical 

and thermal index.  
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4.2 Experimental Protocol and Analysis 

4.2.1 Experimental protocol.  

The US-based drug delivery method was tested with microcapsules made with synthetic polymers 

(PSS/PAH) and capsules made with biopolymers (DEX/PLA). The PCs were obtained on the day 

of the experiment using the LbL approach outlined in chapter 1 | 1.6.1. For in vitro tests, after 24 

h from plating, MCF7 cells are taken from the incubator and exposed to different conditions: 

DOX-loaded PCs with and without US stimulation, hollow PCs without US stimulation, and 

DOX-free with and without US stimulation (the latter configuration was only tested for bio-

polymeric capsules). In particular, DOX-loaded PCs at the final DOX concentration of 8 μg/ml 

were added to each Petri. To maintain consistency, the same amount of hollow PCs was added. 

For DOX-free samples, two different concentrations of DOX were directly added to each Petri: 

30% and 70% of the total, i.e. 8 μg/ml. Moreover, cells directly treated and no treated with US 

stimulation were cultured as a control in order to evaluate the cell response to US. The US 

stimulation was applied immediately after the addition of the PCs onto cells. To generate the US 

I employed the Sonidel setup (Cf. Chapeter 1 | 1.1.2.). In order to minimize thermal effects, the 

ultrasonic treatments were performed within 0.25 – 1.5 W/cm2 US intensity range, with 100 Hz 

pulse frequency and 20% duty cycle. The US transducer was positioned over the Petri dish 

containing the sample to be exposed, directly in contact with the solution.   

4.2.2 Data Analysis 

All the parameters used for the analyses have been described in chapter 1. For in vitro studies, 

cell viability was investigated using an MTT test (Cf., Chapter 1 | 1.4.6.). As already reported 

(Missirlis et al., 2006), DOX absorbance tends to produce artifacts in the UV-vis measurements. 

Besides this, it was elsewhere found that DOX interacts with MTT test solutions and thus 

produces artifacts in UV-vis measurements (Luis et al., 2019). Taking into account this issue, all 

the UV-vis measurements of the MTT test were referred to the baseline value of the different 

theoretically released DOX amounts dissolved in the same MTT stock solution. Statistical 

analysis was performed using Origin (Origin Lab Northampton, Ma). I performed a non-

parametric Kruskall-Wallis test. Significance levels were set at p < 0.05. The box plots 

representation indicates the percentile 25-75 (box), the standard deviation (whiskers), the mean 

(square), and the 99% (x) of values. Asterisks above the plots indicate statistically significant 

differences. 

4.2.3 Immunocytochemistry Analysis 

To characterize the effect of the US on PCs, a wide field fluorescent microscope (Olympus 

IX51/TH4-200) and a confocal one (Leica DMIRE2) were used. Dextran-FITC was used to label 

the seventh layer of the PCs for shell visualization (Cf., Chapter 1 | 1.6.1.), both for non-

biodegradable and biodegradable PCs. Moreover, the non-biodegradable capsules were initially 

filled with Fluo-Spheres™ to simulate the presence of DOX.   



    4.3 Results 

 

72 | P a g e  

4.3 Results 

After a brief introduction on the US parameters, this section will present the results obtained from 

the study of US mediated drug delivery on non-biodegradable capsules made with PSS/PAH and 

subsequently on biodegradables ones made with DEX/PLA obtained by LbL technique (Fig. 

4.1a). In both cases the US effects on loaded or empty capsules and the results of the in vitro 

experiments will be described. Figures 4.1b-e show a representative images of capsules: (b) 

immediately after the CaCo3 core is dissolved, (c) the fluorescent DEX-FITC staining in the shell, 

(d-e) and how they appear at the confocal microscope with both the shell and DOX load stained. 

4.3.1 Ultrasound parameters 

US has been first characterized in terms of the generated pressure field (CF. Chapters 1 | 1.1.3) 

and temperature increase within the culture dishes where all experiments were performed. Fig. 

4.2a shows the corresponding mechanical index (MI) value as a function of the nominal power 

density values of the US source. MI is dimensionless parameters related to acoustic intensity 

which is used to asses potentially harmful mechanical effects on cells and biological tissues (Cf., 

Chapter 1 | 1.1.1). I performed all experiments on capsules and cells with US intensities less or 

equal 1.5 W/cm2 that correspond to MI values below 1.9, the safe threshold. Figure 4.2b shows 

the temperature of the cell culture medium close to the cell culture substrate, over three minutes 

of pulsed US generation at 1.5W/cm2 intensity. In these conditions I observed an increase in 

temperature with a rate of around 0.2 °C/min after the first minute. This mild increase has no 

effect on the capsules; in fact, polymeric capsules change their permeability or are subject to 

breakage when the temperature is subjected to variations of some degrees, which can even reach 

80°C (Delcea et al., 2011). Furthermore, in this case, the temperature rise is less than one; so, 

Figure 4.1: (a) Ultrasound stimulation induces capsules breakage promoting the release of the encapsulated drug. (b) Phase 

contrast microscopy image of polyelectrolyte microcapsules in solution/adsorbed on glass. (c) Fluorescence image of 

polyelectrolyte microcapsules stained with FITC-dextran (d-e) confocal image: polyelectrolyte microcapsules with a FITC-

dextran layer (green) and filled with DOX (red). 
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keeping in mind that TI is implied by the ratio of ultrasound power to those that induce a 

temperature rise of one degree in the tissue (Cf., Chapter 1 | 1.1.1.), and keeping in mind that the 

FDA set the safe threshold at six, I may assume that my system is a safe system. 

 

4.3.2 Non-biodegradable PCs 

After making the non-biodegradable PCs, I characterized the effects of US stimulation on this 

type of capsules. In this case, a 1.5W / cm2 stimulus was used for 5 minutes because previous 

research found that lower intensities had no effect on this type of capsule. 

I first characterized empty and FluoSpheres™ filled microcapsules, with fluorescence and 

confocal microscope in order to check for breakage, and I observe two completely different 

behaviours. In Figure 4.3a it is possible to observe that empty microcapsules, when sonicated with 

US protocol, do not break but shrink themselves, decreasing their areas in a significant way (p = 

0.01). Figure 4.3b highlight this result. On the contrary, filled microcapsules tend to break when 

sonicated (Fig. 4.3c), letting the internal substances get out. This difference in behavior is 

probably due to the presence of the support given by the nanoparticles inside the microcapsules 

or to its absence. Once the experimental protocol to break microcapsules with US was established, 

the PCs were filled with the DOX. Microcapsules filled with DOX with the efficiency of 

encapsulation (EE%) of about 50% were used to evaluate the quantity of released DOX after US 

stimulation, using UV-vis spectrophotometry. Figure 4.3d shows the increase of DOX 

Figure 4.2: (a) Measured mechanical index (MI) as a function of the source power density. (b) Temperature increase of the 

solution over time by the US stimulation at 1.5W/cm2 power density 
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concentration into the solution with sonicated microcapsules compared to solution with non-

sonicated ones. 

The achieved results show that even if US treatment has an immediate effect, the release continues 

also in the subsequent time. Finally, the system was tested directly on MCF7-cells, and the MTT 

assay was carried out to characterize the in vitro cytotoxicity of the system. Cell viability (CV%) 

was estimated 24 h after the stimulation. Results are shown in figure 4.4a. For empty PCs with 

(blue box, EC + US) and without (green box, EC) US stimulation, CV% remained very high when 

compared with the control sample (red box). This result means that US does not cause damages 

to cells. However, the presence of synthetic material in the cell solution for 24 h may explain the 

slight morality. Microcapsules filled with DOX and stimulated at 1.5 W/cm2 for 5 minutes show 

a significant decrease in CV%, which means that DOX is released slowly, allowing cells to absorb 

it, thus causing cell degradation. This percentage value could rise by increasing the administration 

of the capsules number and therefore the concentration of DOX that would be released, while the 

power of ultrasound should not increase to avoid thermal effects. For all the experiments 

microscopy images were acquired to qualitatively check cell mortality (Fig 4.4b). Therefore, the 

obtained results overall confirm that US treatment, in conditions that respect biocompatible 

mechanical index values, has an effect on the microcapsules system and triggers the DOX release 

by breakage in a controlled fashion. 

Figure 4.3: (a) confocal images of empty PCs after US exposure; (b) graphical representation of the significative difference 

between the areas of not sonicated (No US) and sonicated empty PCs (US) (p = 0.01); (c) confocal images of FluoSpheres™ 

filled microcapsules after US exposure; (d) DOX concentrations of control and sonicated samples to calculate the DOX released 

by the PCs with and without the US stimulation 
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4.3.3 Biodegradable PCs   

Following the validation of the US stimulation method for drug delivery on PSS/PAH capsules, 

the experiment was repeated on capsules made from biopolymers, namely DEX and PLA. As a 

first step, I used confocal microscopy to characterize the effects of US exposure on the integrity 

of DOX-loaded PCs. The first results showed that an US stimulus at 1.5 W / cm2 for 5 minutes 

resulted in the total disintegration of the PCs. This behavior is likely due to the biopolymers' 

increased brittleness. Following several experiments, I determined that it was reasonable to reduce 

the ultrasound exposure time to three minutes and observe what happened at various intensities. 

Images in figure 4.5a show non-sonicated NPSs and sonicated ones: many PCs, after US 

exposure, present holes and breaks in the shell, which cause DOX release. One can observe that 

such release is only partial since there is not a complete release of the molecules due to the net 

positive charge of DOX, which promotes its interaction with the charged multilayer, as already 

observed in the literature for charged molecules (Pastorino et al., 2011). I evaluated the percentage 

of DOX-loaded PCs that appears broken after US exposure, as a function of the US intensity (Fig. 

4.5b). Such values were assessed by examining an average of 70 capsules for three different 

samples under the same stimulation protocol. At power densities below 0.25 W/cm2 I obtained 

rather scattered results with percentage values below 10%. At the higher limit, I observed an 

average of 73% broken capsules for 1.19 MPa US intensity which did not increase significantly 

when reaching the maximum power density of 1 W/cm2.  

 

Figure 4.4: Results from cell viability MTT assays after 24h from plating (a) Boxplot of MCF7 cell viability without any treatment 

(control), incubated with empty capsules (EC), with exposed to US empty capsules (EC+US) and exposed to US Dox-filled 

capsules (DC). (b) Phase contrast microscopy images of the samples tested for cell viability; scale bar: 100 μm. 
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Then, I tested the US-mediated drug delivery protocol on MCF7 cells; MTT assay was conducted 

to characterize in vitro cytotoxicity. Cell viability (CV%) was measured 24 h after stimulation 

and the cell sample (without PCs or ultrasound stimulation) was used as control (Fig.s 4.6a, 4.6b, 

4.6c red box, Cell). First, I evaluated whether unloaded PCs or the US alone were able to produce 

a cytotoxic effect on cells. The unloaded PCs led to a slight decrease in cell viability by 2% (Fig. 

4.6a, green box, EC). This behavior can be explained taking into account both the sedimentation 

of PCs onto cells, which hinders cell duplication, and onto the cell culture substrate, which 

determines a competition for space. These factors were previously demonstrated to be responsible 

for the viability decrease of cells (Pastorino et al., 2009). To evaluate the US effect, the higher 

intensity was tested, and a 3% CV% decrease was observed (Fig. 4.6a, blue box, US HG). It is 

worth noting that the US transducer was immersed in the solution during the stimulation, so there 

may be a slightly negative effect on cell viability. At this point, I evaluated the effect of the 

stimulated DOX loaded PCs, comparing the viability for cells exposed to DOX loaded PCs (DC), 

DOX loaded PCs and low-intensity US stimulation (0.25 W/cm2, DC + LW US), and DOX 

loaded PCs and high-intensity US stimulation (1 W/cm2, DC + HG US). The DC induced cell 

mortality compared to the control (Fig. 4.6b, brown box); this has probably been due to DOX 

spontaneous release from PCs shell (Boi et al., 2020). However, the DOX loaded PCs with US 

stimulation induced higher cell mortality, bringing the percentage to 68% and 27% for low and 

high-intensity stimulation, respectively (Fig. 4.6b, dark grey and grey boxes). Ultrasound can 

causes transient pores on cell membranes (Deng et al., 2004), so we evaluated whether they 

contributed in triggering DOX internalization (Fig. 4.6c). The MTT assay was repeated using free 

DOX. The amount of free DOX we used was equal to the calculated DOX released from the 

Figure 4.5: (a) Confocal images of PCs before and after US exposure (red, DOX and green, layer) (b) Percentage of broken 

DOX-loaded PCs as a function of US intensity. Values are calculated over three different samples, considering for each sample 

70 PCs. 
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sonicated PCs. The percentage of broken PCs was 30% when 0.25 W/cm2 US was used, so the 

corresponding free DOX was added to the Petri dish with MCF7 cells (i.e. 2.5 μg/ml). Compared 

to the control, free DOX decreased the CV% to 63% (Fig. 4.6c, purple box). This value decreased 

to 54% when cells with the same amount of DOX where exposed to US at an 0.25W/cm2 intensity 

(Fig. 4.6c, pink box). The same experiment was carried out at the intensity of 1W/cm2 for US 

stimulation and at a concentration of free DOX of 5.6 μg/ml, corresponding to the DOX released 

from about 70% of broken PCs. This concentration of free DOX without US stimulation induced 

higher cell mortality, leading to 31% CV% (Fig. 4.6c, brown box). The same value decreased by 

15% when the MCF7 cells were stimulated by the US at 1W/m2 in the presence of 5.6 μg/ml 

DOX (Fig. 4.6c, green box). I interpret this behavior as an indication that US stimulation triggered 

DOX internalization by cells. Comparing figures 4.6b and 4.6c, it can be observed that the CV% 

for cells exposed to DOX-PCs and to the low and high US is similar to the respective free-DOX 

value without the US. These CV% values may be justified if it is considered that the broken PCs 

catch part of the drugs on their shell, so the internalization of this amount of DOX required more 

time with respect to the DOX-free. For all the experiments microscopy images were acquired to 

qualitatively check cell mortality (Fig. 4.6d). 

Figure 4.6: Results from cell viability MTT assays after 24h from plating (a) Box-plot of MCF7 cell viability without any treatment 

(control), incubated with empty capsules (EC), and exposed to US protocol at max intensity (US HG). (b) MCF7 cell viability after 24h 

in culture dishes without any treatment (control), incubated with capsules loaded with Doxorubicin (DC), and exposed to US at 

0.25w/cm2 intensity (DC + LW US) and 1W/cm2 intensity (DC + HG US). (c) MCF7 cell viability after 24h in culture dishes without 

any treatment (control), incubated with 2.5 μg or 5.6 μg of free Dox , and exposed to US at 0.25w/cm2 or 1W/cm2 intensity (DOX + LW 

US and DOX + HG US, respectively). (d) Phase contrast microscopy images of the samples tested for cell viability; scale bar: 50 μm. 
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4.4 Conclusions  

Two types of stimuli can be used in the development of localized drug delivery systems: 

endogenous stimuli and exogenous stimuli. The former enable controlled release over time and 

space by using, i.e. pH changes, reducing enzymes, or an oxidizing environment, while exogenous 

acoustic, magnetic, electric, or light stimuli can be applied in a controlled way to induce drug 

release. The necessity for drug administration at specific instants or time intervals require the 

development of pulsatile delivery systems, i.e. systems or devices capable of holding the drug in 

the absence of the stimulus and releasing it otherwise. 

The focus of my PhD work is on low intensity US technology since it is a mechanical stimulation 

which can virtually reach any area in the human body with well-established safety studies in 

human applications (US imaging is consider a safe procedure even in critical situation such as in 

pregnant women). 

I believe that US is a promising method for enhancing non-invasively the targeted delivery of 

therapeutic agents. To my knowledge, no study has previously described drug release from 

polyelectrolyte microcapsules (DEX-PLA) using US waves compliant with the safety limitations 

imposed to be defined as safe and biocompatible. I have shown that with the protocol presented, 

microcapsules filled with a model drug (DOX) can be remotely controlled, releasing the drug 

while under US stimulation. In addition, I have shown that the percentage of breakage capsules 

is related to the US intensity, which may allow control of the quantity of the drug released. 

Interestingly, experiments where US stimulation was coupled with administration of free DOX 

demonstrated that US alone can help drug internalization by cells. Finally, the stability over time 

of the DOX capsules without US exposure demonstrates that the system will be capable of exactly 

responding to the need for a pulsatile delivery system, as the capsules alone are capable of limiting 

the amount of drug released in the absence of stimulation. The presented results overcome the 

current limitations associated with US-mediated drug delivery that exploit processes such as 

cavitation or sonoporation that could lead to irreversible tissue damage and those requiring 

microbubbles in association. 
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Chapter 5  

Interconnected and heterogeneous 3D 

cultures 

5.1 Abstract 

All the studies described so far have been developed in vitro on cellular models that do not 

perfectly mimic the real environment and conditions present in vivo. Hence, the need of 

developing an improved in vitro model that can also represent an effective testbed for the 

characterization of neurostimulation and drug delivery strategies, such as those mediated by 

ultrasound (cf. Chapters 2 and 4). With this target I am going to describe, in this chapter what I 

developed to design interconnected (i.e., modular) heterogeneous (cortical-hippocampal) 

neuronal cultures with a three-dimensional (3D) connectivity and to record their 

electrophysiological activity using Micro-Electrode Arrays (MEAs). In this perspective, a two-

compartment polymeric mask for the segregation of different neuronal populations (cortex and 

hippocampus) was coupled to the MEA surface. Glass microbeads were used as a scaffold to 

mimic the 3D brain micro-architecture. I built a fully functional heterogeneous 3D neuronal 

network. From an electrophysiological point of view, I found that the heterogeneity induces a 

global increase of the activity rate, while the 3D connectivity modulates the duration and the 

organization of the bursting activity. In vivo, studies of network dynamics and interactions 

between neuronal populations are often time-consuming, low-throughput, complex, and suffer 

from low reproducibility. On the other hand, most of the commonly used in vitro brain models 

are too simplified and thus far from the in vivo situation. The achieved results demonstrate the 

feasibility to build a more realistic and controllable experimental in vitro model of interconnected 

brain regions on-a-chip whose applications may have impacts on the study of neurological 

disorders that impair the connectivity between brain areas (e.g., Parkinson disease).  

All the results presented below have been published in: Pisano et al., et al 2020 J. Neural Eng. 

17 056044.  
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5.2 Experimental Protocol and Analysis 

 

5.2.1 Experimental protocol.  

Cortical and hippocampal neurons were plated into a PDMS mask, which was used to define two 

rectangular compartments over the MEA-4Q chips (C.f., Chapters 1 | 1.3).   

The dataset used in this work was composed of measurements from both 2D and 3D cells cultures 

as well as homogeneous and heterogeneous networks (C.f., Chapter 1 | 1.4.2 and 1.4.3). Briefly, 

we plated cortical and hippocampal cells onto the active area of the MEA defined by a PDMS 

mask at the final density of 1’500 cell/mm2 and 1’300 cell/mm2 respectively. These values led to 

a final 3D density of about 90∙103 cells/mm3 and 80∙103 cell/mm3 for the cortical and 

hippocampal cell, respectively, values close to the density of the in vivo mouse brain cortex of 

92·103 cells/mm3 (Schüz & Palm, 1989). In detail, besides the final configuration of a 3D 

cortical-hippocampal (Cx-Hp3D) network, the following controls have been tested: 2D 

homogeneous cortical-cortical (Cx-Cx2D) and hippocampal-hippocampal (Hp-Hp2D) assemblies 

and 2D heterogeneous cortical-hippocampal (Cx-Hp2D). The 3D controls were homogeneous 

cortical-cortical (Cx-Cx3D) and hippocampal-hippocampal (Hp-Hp3D) networks. For each 

configuration, I recorded 20 min of activity from n = 5 MEAs. The n = 30 networks were derived 

from seven dissections. All the recordings have been performed after 21 days in vitro (DIVs), 

which corresponds to a mature stage of development (Bardy et al., 2015). Spontaneous 

electrophysiological activity from neuronal networks was recorded using a commercial 

MEA2100 system (MCS). 

5.2.2 Data Analysis 

The analysis were performed in Matlab (The Mathworks, Natik, US) and all the details were 

reported in Appendix A. Statistical analysis was performed using Origin (Origin Lab 

Northampton, Ma). Since data do not follow a normal distribution (evaluated by the Kolmogorov-

Smirnov normality test), we performed a non-parametric Kruskall-Wallis test. Significance levels 

were set at p < 0.05. The box plots representation indicates the percentile 25-75 (box), the standard 

deviation (whiskers), the mean (square), and the median (line) values. Asterisks above the plots 

indicate statistically significant differences and are color-coded to highlight differences due to the 

three-dimensionality (gray), and cell composition (black). 

5.2.3 Immunocytochemistry Analysis 

In order to verify the 3D structure and the interactions between the populations seeded in the two 

compartments through the microchannels, the immunofluorescence technique was used to gather 

structural information. Cell cultures were fixed in 4% paraformaldehyde in Phosphate Buffer 

Solution (PBS), pH 7.4 for 15 minutes at room temperature. Permeabilization was achieved with 

PBS containing 0.1% Triton-X100 for 15 min at room temperature and non-specific binding of 



    5.2 Experimental Protocol and Analysis         

 

82 | P a g e  

antibodies was blocked with incubation of 40 min in a blocking buffer solution consisted of PBS, 

0.3% BSA (bovine serum albumin, Sigma-Aldrich) and 0.5% FBS (fetal bovine serum, Sigma-

Aldrich). Cultures were incubated with primary antibody diluted in PBS Blocking buffer for 2 

hours at room temperature. The following primary antibodies were used: Tau (mouse monoclonal 

1:500, Synaptic System), NeuN (mouse monoclonal 1:500, Synaptic System) and MAP2 (rabbit 

polyclonal 1:500, Synaptic System). Afterwards, cultures were rinsed three times with PBS and 

finally exposed for 40 minutes at room temperature to the secondary antibodies: Alexa Fluor 488 

(1:700, Invitrogen) and Alexa Fluor 549 (1:1000, Invitrogen) Goat anti-mouse or Goat anti-rabbit. 

Images were acquired with fluorescence equipped microscopes (Olympus BX-51 and Olympus 

IX-70) using a CCD camera (Orca ER II, Hamamatsu) and IC Image software (Hamamatsu). Fiji 

software  (Schindelin et al., 2012) was used for image analysis. 
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5.3 Results 

In this Section, results from the recordings of cortical, hippocampal and cortical-hippocampal 

networks organized in 2D and 3D are reported. In Sect. 5.3.1, immunofluorescence images of 

homogeneous (i.e., only cortical or only hippocampal) heterogeneous (i.e., cortical and 

hippocampal) populations are presented. Sections 5.3.2 presents the intrinsic dynamics of the 

cortical and hippocampal networks (both in 2D and in 3D), while Section 5.3.3 reports the 

characterization of the cortical dynamics by separately investigating the role of hippocampal input 

and 3D configuration. Finally, Sections 5.3.4 and 5.3.5 deal with the effects on the cortical 

dynamics (spiking, bursting, and network bursting) when both heterogeneity and 3D coexist. All 

the results come from recordings performed after 21 DIVs with 60-channel MEAs organized in a 

4Q-configuration. It is worth to notice that the electrophysiological activity of the entire 3D 

network is recorded only from the layer directly coupled to the active area of the planar MEA, 

over which a stack of other neurons (3D assembled) is built. 

5.3.1 Imaging characterization  

To get structural information about the 3D and the inter-compartment connectivity, we performed 

immunofluorescence techniques after cell fixation (Cf., Sec. 2.2.2). Figure 5.1A shows a close-

up of a few cells cultured in 2D on a planar substrate: dendritic processes (green, MAP2) and 

neuronal cell bodies (blue, NeuN). Figure 5.1C presents a small cluster of microbeads wrapped 

in dendritic processes (green, MAP2). When organized in 3D, the shape of cell bodies is more 

round (Figure 5.1C) than the surface plated neurons (Figure 5.1A), in agreement with what has 

been previously observed (Frega et al., 2014; Wang et al., 2006). The count of the neurons and 

the microbeads, which make up the different layers, allowed to estimate a ratio of about 3:1. To 

visualize the structural inter-compartment connectivity, we used Anti-GABA (green) to stain 

GABA neurotransmitter and NeuN (red) to stain neuronal nuclear protein (Mao et al., 2016). 

Figure 5.1B shows the rich neurites arborization within cortical (bottom) and hippocampal (top) 

compartment demonstrating the formation of an intricate connectivity, and the crossing-over of 

the neurites between the compartments mediated by the microchannels: this morphological 

evidence well supports the modular connectivity of this biological preparation (Sporns & Betzel, 

2016). Figure 5.1D shows a similar scenario in the 3D configuration, where we find the neuritic 

growth through individual microchannels at the level of the bottom layer, which is directly 

coupled to the active area of the MEA. Moreover, in both the 2D and 3D configuration, it can be 

observed that cell bodies do not cross the microchannels and remain segregated in the plating 

compartment. 3D networks (both homogeneous and heterogeneous) are constituted on average 

by 4/5 layers of self-assembled microbeads resulting a 3D network of a total height of about 

160−200 μm. Figure 5.1E shows four different layers of a representative heterogeneous cortical-

hippocampal 3D culture. Ideally, the distance between the layers is equal to the diameter of the 

microbeads (40 µm). The rich and intricate neuritic growth that develops between the microbeads 

and wraps around them, causes mechanical stresses and displacements between the beads of the 
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various layers which are not all involved in the same way by the extensions that propagate from 

different directions. These variations in position, albeit small, cause a certain variability of the 

height of the different layers. 

 

5.3.2 Intrinsic cortical and hippocampal activity  

Firstly, I investigated the electrophysiological variations when two interconnected homogeneous 

cortical and hippocampal populations are organized in a 2D or 3D configuration by recording 

their spontaneous activity. Among the parameters characterizing the electrophysiological activity 

(Cf., Appendix A), three bursting features mainly differentiate the two populations: MBR, burst 

amplitude (SpikesXBurst), and percentage of random spiking activity. MBR is higher in 

hippocampal than cortical networks (Figure 5.2B, MBRHp = 20 ± 4 bursts/min (mean ± std), p = 

0.009 vs. MBRCx = 8.61 ± 3 bursts/min). Still, the cortical bursting activity is characterized by 

events with a higher number of spikes (Figure 5.2C, SpikesXBurstCx = 24 ± 4 vs. SpikesXBurstHp 

= 9.84 ± 1, p=0.009), similarly to the results achieved in (Soscia et al., 2017). Moreover, cortical 

spike trains display a more “packed activity” than hippocampal ones, as the lower percentage of 

random spike suggests (Figure 5.2E, %RandomSpikesCx = 14.68 ± 6 vs. %RandomSpikesHp = 36 

± 9, p= 0.009). Finally, though hippocampal bursts are likely shorter than cortical ones, no 

significant differences can be found (Figure 5.2C, BDCx = 200.26 ± 66 ms vs. BDHp = 139.21 ± 

Figure 5.1: Neuronal network images. (A) Mature 2D culture (21 DIV) on a planar substrate (green: MAP2 and blue: NeuN). (B) 

2D interconnected cortical-hippocampal culture at 21 DIV stained in order to visualize neuronal nuclear protein (NeuN, red) and 

GABA neurotransmitter (green: Anti-GABA); where the two markers overlap the cellular soma looks yellow-orange. (C) Mature 

3D culture (21 DIV) on glass microbeads (green: MAP2). (D) 3D interconnected cortical-hippocampal culture at 21 DIV on MEA. 

In the middle: the neurites across the microchannels. On the sides: neurons coupled to the glass microbeads. (E) Different layers 

of 3D heterogeneous culture: each stack is relative to one layer. 
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41 ms, p = 0.07). The MFR and IBI also do not show significant differences (p = 0.6 and p = 0.3, 

respectively) between the two neuronal networks (Figures 5.2A and 5.2D). 

The same analysis was performed to evaluate possible differences in the electrophysiological 

activity when homogeneous cortical and hippocampal assemblies are organized in a 3D fashion 

(Figure 5.3). The differences between cortical and hippocampal activity observed in the 2D 

configuration are also maintained in 3D, suggesting an intrinsic natural firing pattern that each 

neuronal family has (Dauth et al., 2017). However, by carefully looking at Figure 5.3, it can be 

observed how such differences are more pronounced in the 3D configuration. Overall, the 

electrophysiological activity tends to be more packed in cortical than hippocampal networks, with 

Figure 5.2: Spiking and bursting activity characterization of 2D homogeneous cortical (Cx-Cx2D , red) and hippocampal (Hp-

Hp2D, blue) cultures. (A) mean firing rate (MFR), p = 0.6; (B) mean bursting rate (MBR), p = 0.009; (C) burst duration (BD); 

(D) inter burst intervals (IBI), p = 0.3; (E) percentage random spikes (%RandomSpikes), p = 0.009; (F) spikes per burst 

(SpikesXBurst), p = 0.009; 
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a higher spike number inside the burst (Figure 5.3F, SpikesXBurstCx = 67 ± 22 vs. 

SpikesXBurstHp= 16 ± 3, p = 0.009) and a less random spiking activity (Figure 5.3E, % 

RandomSpikesCx = 5.42 ± 3 vs. % RandomSpikesHp = 21 ± 6 p = 0.009). However, the bursting 

hippocampal activity is higher than cortical one, as MBR box plots show (Figure 5.3B, MBRCx = 

7.99 ± 2 bursts/min vs. MBRHp = 23.50 ± 13 bursts/min, p = 0.01). Indeed, the high values of 

spikes in the bursts of cortical network leads to a longer duration of the bursting events, as Figure 

5.3C shows. In this case too, the MFR and IBI do not show statistically significant differences (p 

= 0.9 and p = 0.07, respectively) between the two neuronal networks (Figures 5.3A and 5.3D). 

 

 

Figure 5.3 Spiking and bursting activity characterization of 3D homogeneous cortical (Cx-Cx3D , red) and hippocampal (Hp-Hp3D , 

blue) cultures. (A) mean firing rate (MFR), p = 0.9; (B) mean bursting rate (MBR), p = 0.01; (C) burst duration (BD), p=0.009; (D) 

inter burst intervals (IBI), p = 0.07; (E) percentage random spikes (%RandomSpikes), p = 0.009; (F) spikes per burst 

(SpikesXBurst), p = 0.009; 
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5.3.3 Cortical activity in heterogeneous or 3D configuration  

The electrophysiological activity of a 2D homogeneous culture is merely a partial view of the 

actual in vivo conditions, where the activity is influenced by the presence of other neuronal 

families and a 3D structure. Consequently, we evaluated the role of 3D connectivity and 

hippocampal inputs on the cortical dynamics comparing the 2D homogeneous cortical cultures 

with both 2D heterogeneous culture and 3D homogeneous cortical cultures. 

 The presence of hippocampal neurons induces a pronounced increase of the spiking (+184%) and 

bursting (+178%) activity in the cortex (Figure 5.4A and 5.4B, black box plots) which follows 

the typical hippocampal activity (Figure 5.2A), suggesting the role of the hippocampal neurons 

as master. On the other hand, if the 3D-configuration does not induce a significant variation of 

the bursting rate in the cortical population (Figure 5.4B, green box plots, p = 0.7), it strongly 

increases the spiking rate (+118%, Figure 5.4A, green box plots). It is worth to notice how the 

effect induced on the MFR by the 3D configuration implies a larger variability than the presence 

only of an input coming from another brain region: the 25th and 75th percentiles relative to the 

MFR show values of P0.25 = 5.69 and P0.75 = 12.8 in the case of 3D cortical cultures, while, when 

coupled to hippocampal neurons, MFR values are P0.25 = 11.74 and P0.75 = 11.9. (Figure 5.4A and 

5.4B), in agreement with (Frega et al., 2014): a more dense connectivity induces of the emergence 

of  more dynamical states than those in the 2D arrangement.  

The distribution of the random spiking activity was also evaluated: both the presence of 

hippocampal inputs and the 3D arrangement promote a decrease of the random spiking activity, 

as well as the increase of the number of spikes per burst (Figure 5.4C and 5.4D). The changes 

induced by the 3D architecture (%RandomSpikes: -64%, SpikesXBurst: +176%) are stronger than 

the ones induced by the hippocampal population (%RandomSpikes: -25%, SpikesXBurst: +14%): 

3D configuration leads an increase in the cortical BD (+71%, Figure 5.4E), with a respective 

decrease in the cortical IBI value (-21%, Figure 5.4F). Contrariwise, in the heterogeneous 

configuration, the cortex shows BD values not statistically different to control ones (p = 0.6, 

Figure 5.4E) with a related decrease in IBI (-64%, Figure 5.4F), correlated to the increase in the 

bursting rate (Figure 5.4B). 
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5.3.4 Cortical activity in heterogeneous and 3D configuration 

Finally, we investigated the changes induced in the cortical electrophysiological activity when 

both heterogeneity and the 3D structure are introduced. For this analysis, 2D heterogeneous and 

3D homogeneous configurations are considered as controls, whose effects on the cortical network 

activity have already been escribed (Cf., Sec., 5.3.3).  

Figure 5.4: Comparison of the spiking and bursting features of the different experimental configurations: 2D homogeneous cortical 

(Cx-Cx2D , red), 2D heterogeneous (Cx-Hp2D black), and 3D cortical (Cx-Cx3D , green) cultures. (A) Mean Firing Rate (Cx-Cx2D 

vs. Cx-Hp2D : p = 0.009; Cx-Cx2D vs. Cx-Cx3D : p = 0.04). (B) Mean Bursting Rate (Cx-Cx2D vs. Cx-Hp2D : p = 0.01). (C) 

Percentage of random spikes (Cx-Cx2D vs. Cx-Cx3D : p = 0.02). (D) Spikes per burst (Cx-Cx2D vs. Cx-Cx3D : p = 0.009). (E) Burst 

Duration (Cx-Cx2D vs. Cx-Cx3D : p = 0.04). (F) Inter Burst Intervals (Cx-Cx2D vs. Cx-Hp2D : p = 0.009). 
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Moving from a 2D to a 3D heterogeneous configuration, a disruptive decrease of the spiking and 

bursting rate (FR: Cx-Hp2D = 11.88 ± 2 sp/s vs. Cx-Hp3D = 3.09 ± 1 sp/s, p = 0.009 and MBR: Cx-

Hp2D = 24 ± 6 bursts/min vs. Cx-Hp3D = 10 ± 2 bursts/min, p = 0.009) can be appreciated from 

the radar plot of Figure 5.5A (grey shadow). The cortical bursting activity in the 3D configuration 

presents slightly shorter bursts than the one in 2D (p = 0.4), with a consequent decrease in the 

number of spikes per burst (SpikesXBurst: Cx-Hp2D = 27.79 ± 10 vs. Cx-Hp3D = 13.56 ± 5, p = 

0.01). Such values induce an increase in the IBI (IBI: Cx-Hp2D = 3.81 ± 0.9 s vs. Cx-Hp3D = 12.96 

± 2 s, p = 0.009) and in the percentage of random spiking activity (%RandomSpikes: Cx-Hp2D = 

11.12 ± 4 vs. Cx-Hp3D = 29.26 ± 10, p = 0.009).  

The raster plots and the IFR traces (bin = 1ms) in Figures 5.5B and 5.5C show that in the 3D 

configuration the network activity is much faster than the one in 2D, with a much lower number 

of spikes per burst: the IFR shows peaks of about of 2’500 sp/s compared to 7’000 sp/s counted 

in the 2D configuration. Furthermore, Figure 5.5B also shows that the two neuronal populations 

Figure 5.5: Spontaneous electrophysiological activity of 3D heterogeneous cultures (Cx-Hp3D ) compared with 3D homogeneous 

cultures (Cx-Cx3D ) and 2D heterogeneous cultures (Cx-Hp2D ). (A) Radar plot showing the variations of the mean firing rate 

(MFR), mean bursting rate (MBR), burst duration (BD), inter burst interval (IBI), spikes per burst, and percentage random 

spikes induced by the different experimental configurations. Red line indicates no variations, gray shadow indicates the 

comparison heterogeneous 2D and 3D cultures, purple shadow indicates the comparison between 3D homogeneous and 

heterogeneous culture. Spontaneous activity and the relative trace of the instantaneous firing rate of a representative (10 s): (B) 

3D heterogeneous culture (Cx-Hp3D, cortical-red and hippocampal-green). (C) 2D heterogeneous culture (Cx-Hp2D ). (D) 3D 

cortical culture (Cx-Cx3D ). 
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have very similar activities, while in Figure 5.5C it can be observed that the cortex displays longer 

bursts and higher IFR values than the hippocampus. 

By comparing heterogeneous and homogeneous 3D populations, it is possible to see again that 

the cortical population changes its behavior. In the heterogeneous configuration, the cortex 

decreases the MFR but slightly increases its MBR (Figure 5.5A, purple). Furthermore, bursts are 

depleted of spikes in the presence of hippocampal population, inducing a strong increase in the 

percentage of random spikes. This trend leads to a decrease of the burst duration in the 

heterogeneous network. Finally, the significant increase of BD (p = 0.04) with the not-significant 

decrease of MBR (p = 0.2) leads to a significant increase of IBI (p = 0.04) in the 3D heterogeneous 

culture. The raster plots of the two configurations (Figure 5.5B and 5.5D) show very different 

activities: in the homogeneous one, the cortex presents a long-lasting network activity with about 

15’000 sp/s during network events; in the heterogeneous one,  short-lasting network events, yet 

more frequent, with an average of 1’500 sp/s, are detected. 

5.3.5 Network Burst: the role of the hippocampal input 

In this Section, I analyze the effects of the hippocampal input on the network bursting activity of 

the cortical region. In principle, hippocampal neurons favor a speed up of the cortical population 

activity independently from the spatial organization: the MNBR of the cortical activity strongly 

increases both in 2D (Figure 5.6A, + 251%, p = 0.01, black) and in 3D (Figure 5.6A, + 135%, p 

= 0.03, purple) network architectures. A modulation of the duration of these events has been 

observed: the NBD of the cortical ensembles decreases both in 2D (Figure 5.6B, -55%, p = 0.01, 

black) and in 3D (Figure 5.6B, -56% p = 0.02, purple). These results are supported by the 

dynamics of the hippocampal activity, which displays a shorter and faster bursting activity than 

the cortical one, (Figures 5.2A and 5.3A), thus suggesting how hippocampal neurons drive the 

collective activity of the heterogeneous system, in a sort of dominance-submissiveness 

configuration. Such an assumption is also supported by the analysis of the initiation sites of the 

network bursts. From each network burst, we identified the first spike and its relative position 

(i.e., electrode) in the MEA layout. Figures 5.6C, show four examples of the propagation of one 

randomly chosen network burst in a Cx-Cx2D, Cx-Hp2D, Cx-Cx3D and Cx-Hp3D cultures. The 

largest black electrode identifies the initiation sites while the smallest black ones correspond to 

the no active sites (i.e., MFR < 0.1 sp/s). The color and size-coded electrodes display the 

propagation delays of the event. These propagation maps highlight that network bursts involve 

almost all the active electrodes of the MEA, regardless of the experimental configuration. In 

particular, the propagation of the network burst involves firstly the electrodes inside the 

compartment of the initiation site and then the second one. This result underlines the correct 

functional communication between two populations plated in the two chambers of the device 

supporting the structural evidences (Figures 5.1B and 5.1D): the propagation delay is related to 

the interaction mediated only by the channels and spans from a minimum of 40 ms to a maximum 

of 200 ms. In the heterogeneous 2D and 3D dataset, we found how network bursts have a mild 
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trend (statistically significant in the 3D configuration) to originate in the hippocampal assembly 

(Figure 5.6D, Cx-Hp2D, p = 0.21, and Cx-Hp3D, p = 0.04). In the case of the homogeneous 2D and 

3D cortical networks no preferential regions were found (Figure 5.6D, Cx-Cx2D, p = 0.91 and Cx-

Cx3D, p = 0.91), reinforcing the role of the hippocampal assembly as dominant sub-population. 

 Once a network burst originates, all the active electrodes are involved (Figure 5.6C). Such 

recruitment is mediated by the choral activity of the excitation and inhibition pathways of the 

network, which modulates the rise (fast and glutamatergic-neurons mediated) and the decay 

(slower, and modulated by the GABAergic population) (Marom & Shahaf, 2002). Thus, we 

investigated the different phases (i.e., rise and decay) of the network burst trying to understand 

how the simultaneous 3D topology and hippocampal input modulate its shape. For this reason, 

we computed the STHs of the Cx-Hp3D configuration, and we compared them to Cx-Cx3D and 

Cx-Hp2D (Figure 5.7A). 

At first glance, it is clear how the 3D homogeneous cortical population displays longer network 

bursts than the heterogeneous ones, both in 2D (black) and in 3D (purple) configurations. The 

inset of Figure 5.7A summarizes quantitatively this difference, by evaluating the differences of 

the three STH shapes in terms of the normalized distance described in Eq. (3). Keeping the Cx-

Figure 5.6: Network bursting activity characterization of 2D homogeneous cortical (Cx-Cx2D , red), 2D heterogeneous (Cx-

Hp2D black), 3D homogeneous cortical (Cx-Cx3D , green) and 3D heterogeneous (Cx-Hp3D, purple) cultures. (A) Mean network 

bursting rate (MNBR, Cx-Cx2D vs. Cx-Hp2D : p = 0.01; Cx-Cx3D vs. Cx-Hp3D : p = 0.03). (B) Network burst duration (NBD, 

Cx-Cx2D vs. Cx-Hp2D : p = 0.01; Cx-Cx3D vs. Cx-Hp3D : p = 0.02). (C) Propagation maps of one network burst in the different 

experimental configuration. The big black dot represents the initiation site of the considered network burst. The color-coded 

shows the propagation delays of the event. (D) Percentage of the network burst origin evaluated over all the detected network. 

bursts. 
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Hp3D configuration as reference, I achieved a normalized distance D = 0.9 when compared to 

homogeneous 3D cortical networks, and D = 0.44 in the case of Cx-Hp2D. From this analysis, it 

emerges how the introduction of the third dimension induces a weaker variation than the presence 

of another population type. The early phase of the network burst is characterized by the fast 

involvement of all the active electrodes and by a consequent increase of the firing rate fitted by 

the double exponential fit function r(t) reported in Eq. (1). The first 40 ms of activation of three 

representative recordings of Cx-Hp3D (purple), Cx-Hp2D (black), Cx-Cx3D (green) and their 

relative fits (solid lines) are reported in Figure 5.7B. The exponents span from 0.99 to 1.04 

(average R2 = 0.96) with no statistical differences (Cx-Hp3D vs. Cx-Hp2D p = 1, Cx-Hp3D vs. Cx-

Cx3D p =0.67). From this analysis, it is possible to deduce that the neuron recruitment in such 

collective events is fast ( < 1ms, no statistically significant differences, Figure 5.7B, right), 

independently from the network organization, but strongly regulated by the massive enrollment 

of the excitatory network (Eytan and Marom, 2006). 

 More variability is observed in the decay phase. Figure 5.7C left shows the STHs tails of the 

same three representative experiments and the correspondent exponential fitting (solid lines) 

derived from Eq. (2). The exponents span in a wider range of values than the activation phase 

(Figure 5.7C left, inset) as well as the correspondent time constants (Figure 5.7C, right), ranging 

from 51.91  26 ms (Cx-Hp3D) to 219.1  71 ms (Cx-Cx3D). The faster decay behavior in the 

heterogeneous cultures can be explained by the inhibitory nature of the connections from the 

hippocampal assembly to the cortical one, which can short the duration of the network burst, or 

the delay time of the propagation (larger negative exponents). Nonetheless, this trend is slightly 

observed when we moved from a 2D to a 3D configuration suggesting a larger amount of 

inhibitory links among the layers of the hippocampus network (Eytan and Marom, 2006). It is 

worth to notice that between the two compartments there are only 25 channels, this could justify 

the lack of statistical relevance between Cx-Hp3D and Cx-Hp2D (mean 𝜏, Cx-Hp3D = 51.4 ms vs. 

Cx-Cx3D = 96.2 ms , p = 0.05). 
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Figure 5.7: Network bursting activity dynamics of 3D heterogeneous (Cx-Hp3D , purple—square) compared with 2D heterogeneous 

(Cx-Hp2D black—diamond) and 3D homogeneous cortical (Cx-Cx3D , green—dots) cultures. (A) Average Spike Times Histogram 

(STH). Inset: NBs normalized distances between Cx-Hp3D (reference) and Cx-Hp2D (black diamond) and Cx-Cx3D (green dot). (B) 

STH rise phase of three representative experiments (one per each configuration) and relative fitting (solid line), left. The inset shows 

the exponents of the best-fit rising phase (five values per each dataset). Right, time constants of the rise phase (Cx-Hp3D vs. Cx-Cx3D 

, p = 0.67, Cx-Hp3D vs. Cx-Hp2D , p = 1). (C) STH decay phase of three representative experiments (one per each configuration) 

and relative fitting (solid line), left. The inset shows the exponent of the best-fit decaying phase (five values per each dataset). Right, 

time constant of decay dynamics (Cx-Hp3D vs. Cx-Cx3D , p = 0.008, Cx-Hp3D vs. Cx-Hp2D , p = 0.05). 
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5.4 Conclusions  

In this work, I demonstrated the feasibility of an in vitro experimental model where the three main 

topological features of the actual brain structures (i.e., modularity, heterogeneity, and three-

dimensionality) are preserved. Three-dimensional networks were developed by using glass 

microbeads as a biocompatible scaffold. Such networks are composed of two separate cortical 

and hippocampal populations that are physically connected by thin polymeric microchannels that 

allow the passage of neurites bundles only. Such a structure has been successfully coupled to 

substrate embedded micro-electrodes, capable to extracellularly record the emerging patterns of 

electrophysiological activity.  

These experimental choices were driven by a previous works: in 2012, a dual-compartment 

PDMS-based mask was developed; it allowed to demonstrate the possibility to cultivate, over the 

active area of 60-channels MEAs, a bi-dimensional cortical-thalamic network (Kanagasabapathi 

et al., 2012). In 2014, the experimental protocol devised in (Pautot et al., 2008) was optimized 

and tailored to investigate the functional properties of 3D hippocampal networks, using 40 µm 

diameter glass microbeads as a scaffold to be integrated with planar MEAs (Tedesco et al., 2015). 

Since they had already observed that the electrophysiological activity obtained by 3D cultures 

grown over glass microbeads (Frega et al., 2014) is equivalent to that obtained using chitosan-

based scaffolds (Tedesco et al., 2018), in this work, I used a more “controllable” material, i.e. 

glass microbeads, to facilitate the segregation of the different populations. 

By exploiting a fully controllable in vitro system based on the MEA set-up, I first untangled how 

the single components (synaptic input and network organization) shapes the cortical dynamics. 

Finally, an actual realistic structure of interconnected brain regions on-a-chip was created, where 

two different neuronal populations are cultivated over the active area of MEAs in a 3D fashion 

and connected by means of bundles of neurites. In particular, I investigated the emerging 

spontaneous electrophysiological activity of 3D cortical-hippocampal cultures (Cx-Hp3D) by 

comparing the results with the dynamics originated by homogeneous 3D (i.e., Cx-Cx3D) and 

heterogeneous 2D (Cx-Hp2D) control cultures. The results demonstrate how the stereotyped and 

rhythmic patterns of electrophysiological activity found in conventional planar in vitro cortical 

ensembles (Marom and Eytan, 2005; Rolston et al., 2007; Van Pelt et al., 2004; Wagenaar, et al., 

2006) can be altered either i) by the introduction of a larger amount of synaptic inputs (i.e., 3D 

structure) or ii) by triggering the network with external biological stimuli having a different 

intrinsic firing pattern (i.e., coupled heterogeneous networks such as cortical and hippocampal 

ones, as highlighted in Figures 5.2 and 5.3). Considering the enhanced dendritic arborization in 

the 3D architecture, one can speculate that the resulting network presents longer spatial 

interactions among the neurons, which contribute to modulate the shape of the bursts and 

temporally differentiate the network activity (Figure 5.4E). While the 3D configuration acts on 

the bursting dynamics, the heterogeneity induces a global increase in the activity rate. From the 

analysis of the STH fitting curves (Figure 5.7), one can assume that the simultaneous presence of 

3D structure and hippocampal neurons modulate only the decay of the population events. The 
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neuronal recruitment is fast and completely independent from the network composition and the 

resulting architecture is essentially mediated by the choral activation of the excitatory population 

(Eytan and Marom, 2006; Van De Vijver et al., 2019). The strong differences emerge during the 

decay phase, which is mediated by the activation of the inhibitory circuits (Eytan and Marom, 

2006): when mere cortical neurons are arranged in a 3D structure, a long and slow tail (  = 219.1 

 71 ms) can be appreciated (Figure 5.7A, green line), suggesting a weak contribution of the 

inhibitory neurons. This hypothesis is supported by the experimental results found by (Eytan and 

Marom, 2006), who obtained longer network bursts with the introduction of bicuculline to block 

the fast inhibitory contribution. Based on this evidence, one can speculate how the hippocampal 

neurons provide a strong inhibitory contribution to the cortical ensemble or induce greater local 

inhibitory development, by significantly reducing the duration of the network burst (Figure 5.6B, 

Cx-Cx2D = 804.58 ± 268 ms, Cx-Hp2D = 359.56 ± 105 ms, Cx-Cx3D = 911.2 ± 236 ms, Cx-Hp3D 

= 400.4 ± 208 ms) as well as its decay dynamics (  = 51.91  26 ms). Such a behavior, although 

not statistically significant, appears more pronounced in the 3D configuration than in the 2D one. 

Eventually, significant differences with respect to homogeneous 2D cortical networks were 

observed, both in terms of spiking and bursting activity: the simultaneous presence of a 3D 

organization and the synaptic input from another brain region, allowed a wider dynamics 

repertory, similarly to what can be found in the in vivo counterpart (Klausberger T. et al., 2003; 

Leinekugel et al., 2002).   

It is important to consider that the obtained results are related to the choices that I made in the 

development of the experimental framework. This model strongly promotes the intra-

compartment connectivity in all the possible directions since no constraints were added. This 

condition leads to extremely dense networks within the same compartment (Figure 5.1C), where 

cells may extend their processes to establish synaptic connections within the same or among 

different layers (Figure 5.1E). Regarding the inter-compartment links, the PDMS array of 25 

microchannels strongly limits the connectivity between the two populations (Figure 5.1D); on the 

other hand, its relatively short length of 150 µm allows a communication mediated by both axons 

and dendrites (Taylor et al., 2005). Nonetheless, the choice to limit the inter-compartment 

connectivity has its own natural counterpart in the actual in vivo systems, where the modular 

organization of the neuronal assemblies, recognized as the best candidate to describe the 

topological organization of the brain, is sustained by such an unbalanced distribution of 

connectivity (Bertolero et al., 2015; Sporns and Betzel, 2016). 

There are two principal limitations of the experimental paradigm presented: the first one is the 

existence of only one array of inter-compartment connections located in the plane of the substrate-

integrated electrodes. The current configuration forces the connections between the 3D 

populations to be planar, since non-pathways exist at different depth of the structure. The second 

limitation is the impossibility to record the electrophysiological activity of the network at different 

heights of the structure. Nowadays, there are few technological options to measure the 

electrophysiological activity from many locations simultaneously throughout a 3D in vitro 
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neuronal network. In the current experimental configuration, the electrophysiological activity can 

be recorded only from the layer of neurons directly coupled to the active area of the MEA: the 

effect of the upper layers are “read” by quantifying the differences in the patterns of 

electrophysiological activity from a subset of “read-out” neurons. This evidence restricts the 

characterization of the emerging dynamics in terms of spatial and propagation analysis: inferring 

the topological properties of the functional connectivity of such a 3D network cannot be 

performed due to the absence of recording sites which can make possible to map the effective 

functional propagation of the signals among layers. Possible solutions to overcome such a 

problem have been presented only very recently: (Soscia et al., 2020) developed a thin-film, 3D 

flexible 256-channels MEA that extracellularly probes 3D cultures of human iPSC-derived 

neurons and astrocytes entrapped in a collagen hydrogel scaffold. 

With this study, I demonstrated the possibility to develop a valid in vitro experimental model 

where different neuronal populations are interconnected in a 3D fashion to define a prototype of 

brain-on-a-chip. Albeit this model is far from fully reproducing the brain in vivo conditions, this 

is an important step toward the increase of the represented complexity, with respect to the current 

in vitro conditions. In perspective, the so developed experimental model could help to understand 

how brain cells connect and interact and how neurological disorders impair this connection or 

destroy small/medium neuronal assemblies. The chance to have an in vitro test-bed where a 

different number of neuronal populations are functionally connected would allow to predict how 

cells are responsive to pharmaceutical drugs and to determine if certain kinds of neuronal families 

are more reactive to such drugs delivery. As an example, this experimental protocol could be 

found a valid application to cultivate cortical and thalamic 3D networks whose connectivity 

impairment is involved in many pathological conditions such as Parkinson’s (Dorsey et al., 2007), 

epilepsy (Bertram, 2013) and schizophrenia (Lewis and Sweet, 2009). Although in vivo 

electrophysiological recordings allow, in principle, to study such pathways, low spatial resolution 

of the recording electrodes and the influence of other regions of the brain not strictly involved in 

the pathology are often a hindrance in understanding the sole interaction between two or more 

brain regions. 
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The aim of my project was to investigate a non-invasive ultrasound (US) based 

neuromodulation technique, which would represent an alternative to classical electrical 

stimulation to interact with the brain. Even though US are collecting an increasing interest in the 

scientific community for their several advantages (high spatial resolution, low cost, and non-

invasiveness), the mechanisms through which sound waves interact with cells are still unclear. 

Under this perspective, I considered a few possible strategies to induce a specific 

electrophysiological response of neuronal assemblies in vitro to US pulses. First of all, I applied 

US on neuronal cells treated with piezoelectric barium titanate nanoparticles (BTNPs) (Cf., 

Chapter 2), in order to exploit their piezoelectric effect to transduce the mechanical stimulus into 

an electrical one. As an alternative approach, I also applied US on immortalized human embryonic 

kidney cells (HEK-293) which had been genetically modified to overexpress mechanosensitive 

(namely, Piezo1) channels (Cf., Chapter 3). Moreover, I used US stimulation to establish an 

experimental protocol to release a model drug, Doxorubicin, stored in polyelectrolyte 

microcapsules, fabricated with the layer-by-layer technique (C.f., Chapter 4). In the end, to make 

all the experimental models closer to the in vivo scenario, I also designed a more realistic 

experimental set-up to investigate the above strategy on heterogeneous (i.e., neurons coming from 

different brain areas) and three-dimensional (3D) neuronal networks (C.f., Chapter 5). As it is 

known, cells in the body (i.e., brain) are characterized by a 3D-structure and multi-cellular links, 

so 3D structures are more powerful model than 2D ones in order to emulate the in vivo effects. It 

is important to emphasize that the three aforementioned projects are strongly interrelated. 

Achieving an in vitro model closer to the in vivo situation helped me either to research and 

characterize neuromodulation techniques (US stimulation) or to set up a US-mediated drug 

screening method.  
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The effect induced by the US on HEK293 cells leads to consider this technique as an excellent 

candidate for neuromodulation. Thus, the next step will be to switch to primary cultures of 

neurons that will be transfected using viral vectors to overexpress Piezo type channels, to induce, 

in a selective way, an electrical response. With the development of 3D models that take into 

account different cell populations, one might test the effects of US stimulation on these models, 

resulting in effects that should be closer to in vivo ones. Furthermore, using scaffolds with various 

morphological properties to define 3D models, it could be possible to reach a more accurate 

investigation of the different cellular sensitivity related to the different plating substrates, as 

observed in the calcium imaging studies. 

In the case of the US-controlled drug release model (Cf. Chapter 4), the same protocol could be 

used for different types of drug nanocarriers, and also in this case, characterization in an in vitro 

model that is not purely 2D but mimics the in vivo environment should be done before going on 

to in vivo experiments. 
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Appendix A 

Analysis 

 
Electrophysiological Analysis 

All the algorithms were developed in Matlab (The Mathworks, Natik, US).  

Spike and Burst Detection 

Raw data were spike-detected using the Precise Timing Spike Detection (PTSD) algorithm 

(Maccione et al., 2009). The algorithm required the setting of three parameters: (I) a 

differential threshold value which was set independently for each channel and calculated 

as 8 times the standard deviation of the signal’s biological and thermal noise; (II) a peak 

lifetime period related to the duration of a spike (set at 2 ms); (III) a refractory period 

associated to the minimum interval between two consecutive events (set at 1 ms). Raw data 

were not spike sorted, since spike sorting did not significantly increase the spatial 

reconstruction of the network, when we sampled the activity of a few thousand neurons 

with only 60 microelectrodes. Once spike trains had been created, the bursts identification 

was performed by means of the string method devised in (Chiappalone et al., 2005). Two 

parameters were set: (I) the minimum number of spikes needed to be recognized as a burst 

(set at 5); (II) the maximum inter-spike interval that divides adjacent spikes into a burst 

(set at 100 ms). After spike and burst trains had been created, the following quantitative 

measurements were extracted to characterize the electrophysiological activity: mean firing 

(MFR) and bursting rate (MBR), i.e., the mean number of spikes/bursts per second/minute 

averaged over the active channels; burst duration (BD), i.e., the temporal length of the 

burst; inter burst interval (IBI), i.e., temporal distance between two consecutive burst 

events; percentage of random spikes, i.e., the ratio between the spikes inside and outside 

the burst; spikes per burst, i.e. the number of spikes in each burst. A channel was considered 

active if it recorded at least one spike in 10 seconds (MFR > 0.1 sp/s) and four bursts in a 

minute (MBR > 4 bursts/min). 

Network burst detection and Analysis 

The identification of the network bursts was performed according to the self-adapting 

algorithm described in (Pasquale et al.,2010). A network burst was identified as a sequence 

of events having an IBI smaller than a reference value (set at 100 ms) and involving at least 

20% active electrodes. From the network burst train, I extracted the mean network bursting 
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rate (MNBR), i.e., the mean number of network bursts per minute, and the network burst 

duration (NDB), i.e., the temporal extension these events. The dynamics of the network 

bursts allowed deriving recruitment mechanisms of the neurons of the network and 

speculating about the functional connectivity properties (Eytan & Marom, 2006).  

To get more information about the dynamics originating the network bursts, and how the 

different network configurations modulate their shape, the average Spike Time Histogram 

(STH) was calculated from the profile of the instantaneous firing rate (IFR). Briefly, all 

IFRs relative to each network burst were temporally aligned. Considering as reference a 

randomly chosen IFR trace, the delay that produces the maximum absolute value of cross-

correlation between it and the remaining network bursts was evaluated. Such a delay was 

used to align each IFR by temporally shifting the data. In order to ensure proper alignment, 

the method accuracy was tested in terms of the correlation coefficient: the average STH 

was accepted when the correlation coefficient was higher than 0.4. The temporal evolution 

of the STH was analyzed focusing on the slope of the rising and decaying phases. The 

rising phase of the STH has been fitted by a double exponential function 𝑟(𝑡):  

𝑟(𝑡) = 𝑎0𝑒(𝑏0−1)𝑡 + 𝑎1𝑒(𝑏1−1)𝑡 + 𝑑 (1) 

where the smaller of the two exponents b0 or b1 define the neuron recruitment rate (Van De 

Vijver et al., 2019). In Eq. (1), a0, a1, and d are the coefficients of the fitting equation. 

Instead, to fit the decay phase, a simple first-degree exponential function 𝑑(𝑡) was used 

(Marom & Shahaf, 2002): 

𝑑(𝑡) = 𝑐0𝑒𝛾𝑡 + 𝑐1 (2) 

where the value of the exponent γ describes the network modulation during the network 

burst events, and co and c1 are the fitting coefficients. 

To quantify the effects of the network structure and the role of the hippocampal input, the 

shape changes of STH were evaluated by means of the normalized distance (Dj) between 

the j-th STH profile and the reference STHref (Stegenga et al., 2008): 

 

𝐷𝑗 =
𝑅𝑀𝑆(𝑆𝑇𝐻𝑗 − 𝑆𝑇𝐻𝑟𝑒𝑓)

𝑅𝑀𝑆(𝑆𝑇𝐻𝑟𝑒𝑓)
 (3) 

In Eq. (3) RMS indicates the root-mean square error
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Ultrasound and Electrical stimulation algorithms  

When the neuronal cultures were subjected to US stimulation, the digital signal, that indicates the 

on and off phases of the stimulation, was recorded. After the spike train detection, a Matlab script 

uses the registered digital signal, which was only a zero (ultrasound off) and a one (ultrasound 

on) signal, to synchronize the electrode signals with the generation of US, removing any possible 

glitches in the raw data caused by the US transducer switching on (USon) and off (USoff). Such a 

procedure was implemented with the following steps: i) identification of the time stamps at which 

the US turned on or off on the raw data, using the digital signal; ii) artifact removal, deleting an 

average of 10 samples (1 ms) just after the transition. Once the artifacts were removed from the 

spike train, bursting activities was identified as described above.  

With the US stimulation, the percentage of active channels (%Ch) for each cell culture was 

determined during the three phases of the experimental protocol: pre-stimulus, stimulus and post-

stimulus. Considering that each MEA may have a different number of active channels already in 

the basal phase, these values were normalized to the pre-stimulation period to ensure a 

comparison between the different experiments. 

During the stimulation phase, I calculated the probability that the channels were active 

(P(Chactive))  taking into account separately the USon and USoff periods. Using the acquired digital 

signal, the two-time phases of the ultrasound were identified on the peak trains and for each on 

(or off) phase the channels with a least one occurrence were counted. Finally, this value was 

averaged over the number of active channels. Moreover, the (P(Chactive)) was studied by splitting 

the 45 pulses into groups of three to determine the network weakness level during the three 

minutes of stimulation. The cumulative (P(Chactive)) of all cultures stimulated with the same 

amplitude was determined for each stimulation group, and compared for each on and off phases.  

Finally, the Post Stimulus Time Histogram (PSTH) of the channel activation was determined to 

compare US stimulation with the electrical one. Using the digital signal (present for both 

stimulations), the probability was evaluated in a time window of 500 ms following the stimulation 

with bin of 5ms. Since obtaining the PSTH of each stimulation, the areas underlying the PSTH 

curves were calculated.  
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Calcium Imaging Analysis 

ImageJ was used to examine the stacks produced during the microscope acquisition. It was 

possible to select individual cells using the Roi Manager to obtain the pattern of their fluorescence 

intensity as a function of time. In order to detect a true activation of the Piezo1 channels due to 

the US rather than a calcium transient effect due to cellular proximity to activation sites, non-

adjacent cells were chosen for cell selection. The intensity curves were then obtained with Matlab 

and analyzed with Ana Software, an open source software created by Michael Pusch. It's worth 

noting that the details about US activation has been registered and stored in a separate file for 

each stack of images (USreport). It was possible to suit the curves with four-component (third-

degree) polynomials using Ana Software. The occurrence of an inflection in the curve in the 

stimulation region (obtained through the USreport file) was discovered after the fitting was 

completed. An infection on the curve indicated the end of the photobleaching trend, which is a 

descendent trend. The second derivative was measured using the open source program SigmaPlot 

to detect the inflection. Finally, a Matlab script was created to enable the US stimulation period 

to be superimposed on the temporal intensity trend. 
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