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ABSTRACT: Bivariate Poisson models are appropriate for modelling paired count
data. However, the bivariate Poisson model does not allow for a negative dependence
structure. Therefore, it is necessary to consider alternatives. A natural way is to con-
sider copulas to generate various bivariate discrete distributions. While such models
exist in the literature, the issue of choosing a suitable copula has been overlooked so
far. Different copulas lead to different structures and any copula misspecification can
render the inference useless. In this work, we consider bivariate Poisson models gen-
erated with a copula and investigate its robustness under outliers contamination and
model misspecification. Particular focus is on the robustness of copula related param-
eters. English Premier League data are used to demonstrate the effectiveness of our
approach.

KEYWORDS: copula, dependence, outliers, robustness.

1 Introduction

Bivariate Poisson models are appropriate for modelling paired count data ex-
hibiting correlation. Paired count data arise in a wide context including, for
example, sports (e.g. the number of goals scored by each one of the two op-
ponent teams in soccer). Several models are available that can incorporate dif-
ferent structures and marginal properties, see for example Karlis & Ntzoufras,
2003. See also the work in Nikoloulopoulos, 2013 for defining models with
copulas. While several extensions and models have been proposed, up to our
knowledge, issues of robustness have been overlooked. Following da Fonseca
& Fieller, 2006, there are two kinds of achieved robustness that one should
consider. The first one refers to contamination from outlier observations or,
better, from observations that are unexpected under a certain model. The sec-
ond one refers to model deviation, i.e. a researcher would like to fit the model

with such a method that even if the model is not correct the method would
protect from deriving inconsistent results.

In this work, we consider a copula based bivariate Poisson distribution.
We apply a minimum distance estimation methodology using Hellinger dis-
tance. We investigate its robustness under outliers contamination and model
misspecification. Particular focus is given on the robustness of copula related
parameters that measure the association exhibited by paired count data. The
effectiveness of this methodology is examined on data from English Premier
League 2013-2014.

2 Copulas

Copula are functions that join multivariate distributions to their marginal distri-
butions (Nelsen, 2007). They describe the dependence structure existing across
marginal random variables. In this way we can consider bivariate distributions
with dependency structures different from the linear one that characterizes the
multivariate Gaussian distribution.

A bivariate copula C : I2 → I, with I = [0,1], is the cumulative bivariate
distribution function of the random variables (U,V ) with uniform marginal
distributions in [0,1]. It is define as:

C(u,v;θ) = P(U ≤ u,V ≤ v;θ), 0≤ u≤ 1 0≤ v≤ 1 (1)

where θ is a parameter measuring the dependence between U and V .
Let (Y1,Y2) be a bivariate random vector with marginal cdfs FY1(y1) and

FY2(y2) and joint cdf FY1,Y2(y1,y2;θ). There always exists a copula function
C(·, ·;θ) such that

FY1,Y2(y1,y2;θ) =C
(
FY1(y1),FY2(y2);θ

)
, y1,y2 ∈ IR. (2)

This result states that each joint distribution can be expressed in terms of
two separate but related issues, the marginal distributions and the dependence
structures between them. The dependence structure is explained by the copula
function C(·, ·;θ).

When Y1 and Y2 are discrete random variables taking values on some lat-
tice, Ω, the copula C is unique in (y1,y2) ∈ Ω but not elsewhere. Thus, in
the discrete case the mapping from two marginals and a copula {F1,F2,C}
to a bivariate distribution F(Y1,Y2) is not one-to-one. However, this is not-
uniqueness is of no consequence as the region outside Ω is not of interest in
the discrete case (Nelsen, 2007).
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3 Bivariate count models based on copulas

For count data, a common starting point is to use the Poisson distribution for
the marginals:

f (y;µ j) = µy
je
−µ j/y!, j = 1,2 y = 0,1, . . . (3)

where µ j > 0. Models based on copulas in the case of bivariate counts offer the
advantage of allowing easy generalization to several different models which is
not easy in general. Take, for instance, the Frank copula:

C(u,v;γ) =−γ−1 log
[

1+
(exp−γu−1)(exp−γv−1)

exp(−γ)−1

]
, γ ∈ R−{0}, u,v ∈ [0,1]. (4)

Then

F(y1,y2;µ1,µ2,γ)≡C(F(y1;µ1),F(y2;µ2);γ), (5)

is a well defined distribution function with a dependence structure. It’s prob-
ability mass function is

P(Y1 = y1,Y2 = y2;µ1,µ2,γ) = F(y1,y2;µ1,µ2,γ)−F(y1−1,y2;µ1,µ2,γ) (6)
−F(y1,y2−1;µ1,µ2,γ)+F(y1−1,y2−1;µ1,µ2,γ)

In the present work we focus on bivariate models. For a review of discrete
valued models based on copulas see Nikoloulopoulos, 2013.

4 Minimum distance estimation

In discrete data, model robustness and efficiency can be achieved almost at the
same time, by defining distances that downweight some observations Lind-
say, 1994. The minimum distance estimators can be interpreted as weighted
likelihood estimators, the weights are determined by some kind of distance
between observed and expected frequencies. For example, consider Minimum
Hellinger distance estimators based on minimizing

∑
x

(
d(x)1/2−mβ(x)

1/2
)2

where d(x) is the observed relative frequency and mβ(x) is the probability
mass at x with the assumed model with parameters of interest β. It turns out
that this quantity leads to estimating equations of the form

∑
x

(
d(x)

mβ(x)

)1/2 ∂mβ(x)
∂β

= 0

directly comparable to the ML estimating equations

∑
x

d(x)
mβ(x)

∂mβ(x)
∂β

= 0

which actually implies that we weight the observations differently (see Lind-
say, 1994).

In this work we extend the approach for bivariate count models defined
by copulas aiming at deriving robust estimators for both the marginal and the
copula parameters. Now x implies a pair of observations. Also, in our case the
parameters β to estimate are those of the marginal distribution plus the copula
parameter(s).We have also developed an iterative algorithm that facilitates the
estimation. In the bivariate case we are interested in the relative frequencies are
still reasonable estimators of the underlying probabilities but we need larger
sample sizes for that. As we move on higher dimensions, problems similar to
that of the regression setting may occur.

5 Application

Bivariate count models are widely used for modelling the outcome of a football
game. The two counts refer to the number of goals scored by each team. It
seems natural to assume some dependence between the goals to represent the
competitive nature of soccer. Our data refer to all scores from English Premier
League 2013-2014 where a series of unexpectedly large scores have occurred.
We apply a robust approach to estimate the parameters of the model to reduce
the effect of the large scores.
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3 Bivariate count models based on copulas

For count data, a common starting point is to use the Poisson distribution for
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je
−µ j/y!, j = 1,2 y = 0,1, . . . (3)
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exp(−γ)−1
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