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The IEEE Signal Processing Cup  
(SP Cup) is a challenge that is orga-
nized yearly by the IEEE Signal 

Processing Society (SPS) Student Ser-
vices Committee at ICASSP. Similar to 
the Video and Image Processing Cup 
(organized at ICIP), the researchers in 
the signal processing field propose dif-
ferent topics for the challenge. The best 
one is selected based on votes from the 
chairs of the technical committees of 
the IEEE SPS. The criteria used for the 
selection are the overall proposal qual-
ity, the topic’s originality, the feasibility 
of the challenge, and the appropriateness 
for ICASSP. Additionally, the experience 
of the proposing team and the interest of 
the different technical committees are 
essential factors in the selection.

The topic for the challenge is typical-
ly selected at least six months before the 
actual conference. In this time frame, 
data sets for the challenge are released 
by the organizing team, and the real 
challenge begins with different selec-
tion phases that allows only the three 
best teams to participate in the confer-
ence’s final challenge.

The challenge is organized with the 
undergraduates in mind. The primary 
objective of the SP Cup is to introduce 
bachelor’s or master’s students to the sig-
nal processing field of research, involving 
them in the design and implementation 

of real working solutions for major open 
problems in the community. Each team 
can be composed of a minimum of three 
to a maximum of 10 students. They can 
be supported by more senior researchers 
(one faculty member per team is manda-
tory, and a graduate student is permitted) 
to guide them in implementing the solu-
tion for the challenge.

Every year, several hundred under-
graduate students participate in the first 
phase of the challenge and submit their 
results to access the final event at the 
conference. Evaluating all the received 
submissions and supporting all the 
teams during the different phases of 
the challenge are complex and time-
consuming activities carried out by 
the organizing team. However, thanks 
to continuous efforts, it is possible to 
introduce new students to the research 
field. The SP Cup shows students how 
real-world problems can be tackled by 
applying computational algorithms and 
techniques that are often studied theo-
retically (not practically) in their aca-
demic courses. The idea of “learning 
by doing” is an essential concept behind 
the SP Cup initiative: the theoretical 
study that has practical feedback allows 
us to understand better and memorize 
faster. Moreover, through the SP Cup, 
undergraduates can practically exploit 
the benefits of teamwork and face the 
difficulties and constraints of interact-
ing with other students to solve a real-
world signal processing task.

The teams are awarded prizes of 
US$5,000; US$2,500; and US$1,000 
for first, second, and third place, res -
pectively. All of the SP Cup prizes are 
funded by MathWorks, Inc., which 
also offers complimentary MathWorks 
Student Competitions Software for use 
in the competition. The three select-
ed teams are also supported by the 
SPS with travel grants to attend the 
final competition at ICASSP or ICIP. 
Because all ICASSP events were orga-
nized virtually due to travel restrictions 
caused by the COVID-19 pandemic, this 
version of the challenge (SP Cup 2020) 
was carried out via a video meeting.

The topic selected for the seventh edi-
tion of the SP Cup at ICASSP 2020 was 
“Unsupervised Abnormality Detection 
by Using Intelligent and Heterogeneous 
Autonomous Systems.” The organiz-
ing team was composed of researchers 
from the Carlos III University of Madrid, 
Spain, and the University of Genoa, Italy. 
The topic of this challenge is an active 
research field that involves both the SPS 
and Intelligent Transportation Systems 
(ITS) Societies and aims at exploring the 
importance of systems that recognize 
anomalies incrementally in a safe, robust, 
and unsupervised manner. The main 
idea consists of contributing to advances 
toward unresolved ground-breaking prob-
lems. The following example can explain 
the foundations of this idea: if a child 
observes a bike only once, then the child 
can recognize all the bikes in the world.
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New perspectives have been explored 
by adopting advanced frameworks that 
embed intelligent systems into ground 
or aerial vehicles. For example, in [1], 
the authors use reinforcement learn-
ing to adapt a quadrotor to the task at 
hand, improving its performance while 
requiring little domain knowledge to be 
explicitly encoded there. In recent stud-
ies [2], it has been demonstrated that 
intelligent systems must learn to solve 
different tasks in diverse environments, 
focusing attention on the most relevant 
task and environmental features for 
solving a problem. An intelligent system 
should retain the knowledge learned in 
previous tasks and use it when required. 
The nature of knowledge should be 
ex  plainable and transferable to other 
agents. In [3], the authors point out that 
there are still many open problems and 
assumptions to address, where a transfer 
learning framework would serve as an 
intelligent base platform for monitoring, 
problem solving, and general decision 
support in heterogeneous dynamic envi-
ronments, leading to a new generation 
of human-interactive robots.

ITS are able to react, make decisions, 
and change their behavior in response 
to dynamic environment perception 
during operation [4]–[7]. Accordingly, 
autonomous systems with self-aware-
ness capabilities identify, differentiate, 
and classify states and progressively 
determine actions. The work presented 
in [8] discusses an algorithm that allows 
an autonomous system to self-learn, 
meaning that a robot can determine the 
optimal sequences of actions needed 
to avoid obstacles while wandering in 
a dynamically changing environment 
without prior knowledge about the 
anticipated obstacles or states. A recent 
self-learning model for robots is also 
proposed in [9], where the learning 
mechanism adjusts the sensorimotor 
mapping at every learning step, help-
ing the robot to choose motions. Such a 
robot is endowed with self-learning and 
self-organizing abilities that allow it to 
learn different skills (such as keeping 
itself balanced) in an unsupervised way 
by interacting with the environment.

SP Cup 2020 focuses on the auto-
matic detection of anomalies in an unsu-

pervised way based on multisensory 
data coming from an agent observing its 
surroundings. In this edition, the teams 
have the task of designing algorithms 
that must be capable of determining 
the status behavior of an autonomous 
ground or aerial vehicle that observes 
and interacts with the environment.

The challenge has motivated all the 
participants to create innovative contribu-
tions to the field of autonomous systems. 
Their proposed algorithms use normal, 
known data to infer anomalies on unla-
beled new data automatically. One initial 
step toward decision making in autono-
mous systems is the understanding of 
the data in terms of normal or abnormal 
information in a time series of multisen-
sory data. The detection of anomalies is 
a topic that comprises several different 
fields, such as signal processing, intelli-
gent systems, machine learning, and data 
fusion from smart sensors, and it can be 
applied to diverse platforms. Particularly, 
SP Cup 2020 considered autonomous 
ground and aerial vehicles as application 
cases. The sensory data provided in this 
challenge consist of the video and iner-
tial measurement unit (IMU) data from 
a drone that performs a series of tasks.

The members of the organizing com-
mittee, who belong to the IEEE SPS, the 
IEEE ITS Society (ITSS), and the IEEE 
Autonomous System Initiative (ASI), 
have organized this seventh edition of 
the SP Cup: an exciting unsupervised 
abnormality detection challenge, where 
ground or aerial autonomous systems 
interplay with the environment to dis-
cover abnormalities automatically.

Tasks, resources, and  
evaluation criteria
At SP Cup 2020, experiments with a 
drone that observes its surroundings 
were provided to the different teams. 
This aerial vehicle uses a PixHawk 2 
Cube flight controller. It is a power-
ful controller with IMU sensors and 
also has internal software that uses the 
MAVLink communications protocol, 
which is compatible with the Robot 
Operating System (ROS) framework.  
The aerial platform has a digital camera 
from the manufacturer Basler, model 
number acA2040-35gc. The color cam-

era uses a Sony sensor IMX265 model 
based on CMOS technology. The advan-
tage of this camera is that it can be pow-
ered by power over Ethernet, i.e., the 
camera uses the same port for commu-
nication and power (Figure 1).

This competition’s goal has been to 
detect anomalies in the aerial system’s 
behavior based on embedded sensory 
data in real time. The competition has 
consisted of the following stages: phase 
one, an open competition in which all 
the teams can participate, and phase two 
(the final competition), where the three 
teams with the highest performance 
in the open challenge were selected as 
finalists and were invited to participate 
in the final event.

Phase one of the open competition 
was designed to give teams the data sets 
needed to familiarize themselves with 
the proposed challenge. Accordingly, 
the provided data sets were divided into 
two groups: experiments with only nor-
mal data and experiments with mixed 
normal-abnormal data. The data sets 
were ROS based, with IMU and video 
camera-synchronized data.

The students’ main task consisted 
of taking the data (the IMU and video 
camera information) from the experi-
ments containing only normal data 
and create/train models to differentiate 
between normal and abnormal data in 
the experiments that presented mixed 
information. The proposed challenge 
falls in the category of semisuper-
vised learning, in which training data 

FIGURE 1. The captive drone used at SP Cup 
2020 to capture all of the data sets, which were 
composed of the video and IMU data.
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 contains only normal instances without 
any anomalies, and the testing data have 
mixed information. Figure 2 shows both 
the video camera data and IMU infor-
mation coming from the drone while it 
experiences normal and mixed normal/
abnormal situations.

To solve the challenge, the students 
took the provided data sets and pro-
posed methods that facilitate the real-
time detection of anomalies based on 
multisensory data. Participants could 
use different methods and algorithms 
from the state of the art to reach the goal 
of the challenge.

The evaluation criteria of phase one 
consists of a series of points that mea-
sure the generation of innovative and 
functional solutions for identifying nor-
mal and abnormal behaviors from mul-
tisensory information. Accordingly, the 
following parameters were taken into 
consideration by a research judging panel 

for evaluating the proposals from the 
participants (maximum score: 10 points):

 ■ the quality of their project and the 
effort given during the open compe-
tition to reach advances in this 
research field (0–2 points)

 ■ the novelty and the research advanc-
es of the created algorithms and 
models for unsupervised abnormali-
ty detection in the provided data 
sets. A detailed report must be pro-
vided (0–2 points).

 ■ the results of the performance using 
ROS-based data sets with IMU and 
camera-synchronized data. An exe-
cutable task with a specific user 
interface or a MATLAB imple-
mentation must be provided to 
demonstrate the provided results 
(0–2 points).

 ■ The authors must provide a full con-
ference paper using the IEEE format 
(six pages). 4.a: clarity of the pre-

sentation (0–1 point); 4.b: the 
 theoretical contribution (0–1 point); 
4.c: the technological contribution 
(0–1 point); 4.d: importance of the 
results (0–1 point).
The research judging panel for eval-

uating phase one included two reviewers 
who assessed each team’s performance 
based on the aforementioned point 
scale. From such an evaluation, the 
three teams with the highest scores were 
invited to participate in the final com-
petition. Figure 3 depicts the results of 
the 10 best teams during phase one. As 
shown, the maximum possible score is 
20 points (10 points per reviewer).

Technical highlights
In this section, we provide an overview 
of the most innovative ideas presented 
by the different teams throughout the 
competition. Because the challenge in  clud -
ed a drone’s multisensory information, 

FIGURE 2. The IMU signals and images recorded by the drone while observing a vehicle under normal and abnormal conditions. (a) The images captured 
during a normal drone’s flight, (b) the images captured during an abnormal drone’s flight, and (c) the angular velocity signals (based on the IMU informa-
tion) for normal (red) and abnormal (blue) drone flights. 
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the teams needed to deal with two dif-
ferent sample rates coming from the 
IMU and the video data. For solving 
this problem, some of the teams decided 
to split the anomaly detection into two 
parts, one dedicated to the IMU infor-
mation and the other to the images. 
Other groups employed some prepro-
cessing steps for combining the effects 
of multisensory data in different ways, 
such as interpolating feature spaces [10] 
or associating multiple samples into a 
single observation.

For dealing with the images, some 
groups first considered  preprocessing 
techniques such as demosaicing [11] 
to improve the quality of images and 
the calculation of optical flows [12] to 
enrich their predictive models. Deep 
learning algorithms were employed to 
handle the video data in both represen-
tation (feature extraction) and forecast-
ing (prediction of next frames) tasks. 
Accordingly, the use of convolutional 
neural networks [13] and recurrent neu-
ral networks such as long short-term 
memory (LSTM) were popular tech-
niques used in the competition. In par-
ticular, works based on existing network 
architectures such as ResNet [14] and 
SegNet [15] have offered distinguish-

able performances. Additionally, the 
proposed methods based on state-of-
the-art strategies, such as those in [16]–
[18], have demonstrated usefulness for 
detecting anomalies.

Different approaches were taken 
for measuring anomalies in an online 
fashion, i.e., as the observations from 
the IMU and the camera are acquired. 
The reconstruction error (loss) from 
the LSTM autoencoders was a popular 
choice for measuring anomalies. Other 
works have used Euclidean and proba-
bilistic distances as metrics to identify 
abnormal data. It is worth mentioning 
that an innovative approach that defined 
anomalies at different levels of abstrac-
tion (as well as the winner’s method), 
which employed a kernel function for 
embedding the data in a reduced dimen-
sion, generated a set of kernel matrices 
[19] living in a non-Euclidean space. 
Then, they used a Riemannian dis-
tance between the transformed data for 
detecting anomalies.

Final competition
The three highest-scoring teams from 
the open competition stage (phase one) 
were selected as finalists. They were 
invited to compete in the final stage 

of the challenge (phase two) at 2020 
ICASSP held 4–8 May (virtually). In 
phase two, the finalists submitted a 
10-min video in which they described 
the technical aspects and the advan-
tages/limitations of their approaches. 
Their videos were played live at the event 
and were followed by a round of ques-
tions from an evaluating committee that 
included the technical organizers of the 
challenge together with Prof. Raed Shu-
bair (Massachusetts Institute of Tech-
nology, Cambridge) and Prof. Martin 
Haardt (Ilmenau University of Technol-
ogy, Germany). 

The virtual modality of SP Cup 2020 
provided the opportunity for a broad 
audience to attend and participate in 
the event by formulating questions for 
the finalists. Undoubtedly, the fact that 
the session at the conference was fully 
virtual also introduced several addi-
tional technical issues that had to be 
addressed in advance: the video contri-
butions from organizers and team mem-
bers were prerecorded and uploaded in 
advance. Nonetheless, there were some 
compatibility problems with the plat-
form selected for content broadcasting. 
In addition, the question-and-answer 
sessions were not as interactive as they 

FIGURE 3. The results of the 10 best teams during phase one at SP Cup 2020. 
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would have been in person. In phase 
two, the three final teams were able 
to show the capabilities of the devel-
oped algorithms using their models 
to confront the proposed real prob-
lem in autonomous systems. The final 
evaluation criteria (10 points maxi-
mum per final committee member) 
were as follows:

 ■ how the team has faced the problem 
of unsupervised abnormality detec-
tion (0–2 points) 

 ■ the clarity and quality of the in -
formation provided in the video 
(0–2 points) 

 ■ the originality of the method and the 
importance of the obtained results 
from a technological and scientific 
viewpoint (taking into consideration 
the provided article and the live 
video) (0–2 points) 

 ■ the capability of understanding the 
limitations and assumptions of the 
proposed approach (from the ques-
tions to and answers from the judges 
and the audience) (0–2 points) 

 ■ understanding of possible future 
directions to improve their own meth-
ods and the identification of potential 
applications (from the questions to 
and answers from the judges and the 
audience) (0–2 points). 

The finalists
The results of the three groups’ vir-
tual presentation led to the following 
final scores. 

SIPL, Technion (Grand-prize winner)
 ■ Affiliation: Israel Institute of 

Technology
 ■ Supervisor: Yair Moshe
 ■ Tutor: Pavel Lifshits
 ■ Students: David Ben-Said, Samuel 

Sendrowicz, and Theo Adrai.

Icarus Inhibition (First runner-up) 
 ■ Affiliation: University of Moratuwa, 

Sri Lanka 
 ■ Supervisor: Chamira Edussooriya
 ■ Tutor: Dumindu Tissera
 ■ Students: Suman Navaratnarajah, 

Yasintha Supun Madhushanike 
Wackwella Gamage, Thiru Thillai 
Nadarasar Bahavan, Vinu Vihan 
Maddumage, Gershom Seneviratne, 

Damitha Senevirathne, Isuru 
Wijesiri, Sulhi Cader, and Suchitha 
Dehigaspitiya.

BUET Andromeda (Second runner-up)
 ■ Affiliation: Bangladesh University of 

Engineering and Technology
 ■ Supervisor: Mohammad Ariful 

Haque
 ■ Students: Himaddri Roy, Shafin Bin 

Hamid, Munshi Sanowar Raihan, 
Prasun Datta, Ashiqur Rasul, Md. 
Mushfiqur Rahman, and K.M. 
Naimul Hassan. 

Strengths and weaknesses  
of the finalists
The three finalists offered interesting 
high-level solutions to the anomaly-
detection problem based on multisen-
sory information. This section discusses 
the main strengths and weaknesses of 
each finalist team.

BUET Andromeda (Second runner up)
This team proposed two novel meth-
ods for the detection of anomalies, one 
that dealt with the IMU information 
and the other with the video data. Their 
approach was based on an LTSM auto-
encoder for the sensor data and a con-
volutional autoencoder based on optical 
f low information for analyzing the 
video data. They proposed a parametric 
anomaly score that took values from 0 
(normal data) to 1 (abnormal data). They 
performed an exciting analysis of their 
results in a tangible/explicative way, 
where the obtained anomalies were 
directly associated with actual drones’ 
behavioral events. One weakness of 
their approach consisted of the use of an 
optical flow algorithm that slowed down 
their method.

Icarus Inhibition (First runner up)
This team proposed a method that ana-
lyzed the data from the IMU and the 
images independently. Their method 
was based on an LSTM algorithm that 
used previous information to under-
stand the normal distribution of data. 
Then, when trying to reconstruct future 
information, if such data falls inside the 
95% range of the confidence of learned 
distributions, it is classified as normal. 

Their approach was clearly explained 
and entirely implemented on the ROS, 
which was a great step toward a techno-
logical/practical on-device implementa-
tion. One flaw of their method was the 
lack of a global continuous-anomaly 
metric that could have taken into con-
sideration the IMU and video data at the 
same time.

SIPL (Grand-prize winner)
This team proposed a method that fea-
tured strong mathematical founda-
tions where the features coming from 
the IMU and video data are fused by 
using a kernel function that transforms 
them into a Riemannian manifold. The 
anomalies were then calculated based 
on the Riemannian distance between 
the projected points onto the manifold. 
This group proved the robustness of 
their solution by satisfactorily testing 
their algorithm on another data set [20] 
that considered a multimodal data set 
(including the measurements from a 
Kinect camera and a wearable inertial 
sensor) composed of different human 
activities. One weakness of their pro-
posed approach was the imbalance of 
features that came from different 
data (the video data tend to be more 
important due to their large number 
of features).
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The annual IEEE 5-Minute Video Clip 
Contest (5-MICC) was launched by 
the IEEE Signal Processing Soci-

ety (SPS), and beamforming, which has 
a wide range of applications in radar, 
sonar, microphone arrays, radio astron-
omy, seismology, medical diagnosis and 
treatment, and wireless communica-
tions, was chosen as this year’s topic. 

After two stages of fierce competition, 
three finalist videos were selected by 
the organizing committee and placed 
online for public voting. The first one is 
about fast beam alignment in millime-
ter-wave (mm-wave) radios, the second 
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