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Dissimilarity measure for ranking data via mixture of copulae

Andrea Bonanomi∗ , Marta Nai Ruscone∗∗ , Silvia Angela Osmetti∗∗∗

Abstract: We propose a new dissimilarity measure for ranking data by using a mixture

of copula functions. This measure evaluates the dissimilarity between subjects expressing

their preferences by rankings in order to classify them by a hierarchical cluster analysis. The

proposed measure is based on the Spearman’s grade correlation coefficient on a transforma-

tion, operated by the copula, of the rank denoting the level of the importance assigned by

subjects in the classification process. The mixtures of copulae are a flexible way to model

different types of dependence structures in the data and to consider different situations in the

classification process. The advantage by using mixtures of copulae with lower and upper tail

dependence is that we can emphasize the agreement on extreme ranks, when extreme ranks

are considered more important. An example on simulated data illustrates our proposal.

Keywords: Ranking data, Mixture of copulae, Distance measure.

1. Introduction

Cluster analysis of ranking data aims at the identification of groups of sub-
jects with a homogenous, common, preference behavior. Ranking data occur
when a number of subjects are asked to rank a list of objects according to their
personal preference order. Cluster analysis input is a distance matrix, whose
elements measure the distances between rankings of two subjects. The choice
of the distance dramatically affects the final result. The issue when dealing
with ordinal data lies in computing an appropriate distance matrix. Several
distance measures have been proposed for ranking data (Alvo and Yu, 2014).
The most important are referred to Kendall’s τ , Spearman’s ρ and Cayley dis-
tances (Critcholw et al., 1991; Mallows, 1957; Spearman, 1904). When the
aim is to emphasize top ranks, weighted distances for ranking data should
be used (Tarsitano, 2005). In this context, Bonanomi et al (2017) propose a
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distance measure for ranking data based on copula function with (lower) tail
dependence for emphasize the agreement on top ranks, when the top ranks are
considered more important than the lower ones.

In this work we propose a generalization of the distance using a mixture
of copulae. In this way we have a more flexible instrument to model different
types of data dependence structures and to consider different situations in the
classification process. For example, by using mixture of copulae with lower
tail dependence, we emphasize top ranks or by using mixture of copulae with
upper tail dependence, we emphasize low rank. A mixture of copulae with
both lower and upper tail dependence permits to assign more weight to both
extreme ranks.

An example on simulated data illustrates our proposal.

2. Our proposal of a dissimilarity measure

Bivariate copula is a function that captures the dependence structure in a
bivariate joint bivariate distribution function. Bivariate copula is, in fact, a
class of bivariate distributions, whose marginals are uniform on the unit inter-
val. It describes the dependence structure existing across pairwise marginal
random variables (rv).

Sklar’s theorem (see Nelsen, 2013) shows that every bivariate/multivariate
distribution can be written via a copula representation. Let (Y1, Y2) be a bi-
variate rv with marginal cdfs FY1(y1) and FY2(y2) and joint cumulative distri-
bution function (cdf) FY1,Y2(y1, y2; θ), then there always exists a copula func-
tion C(·, ·; θ) with C : I2 → I such that

FY1,Y2(y1, y2; θ) = C
(
FY1(y1), FY2(y2); θ

)
, y1, y2 ∈ IR. (1)

If the marginal cdfs are continuous then the copula C(·, ·; θ) is unique. More-
over, if FY1(y1) and FY2(y2) are continuous the copula can be found by the
inverse of (1):

C(u, v) = FY1,Y2(F−1
Y1

(u), F−1
Y2

(v); θ) (2)

with u = FY1(y1) and v = FY2(y2).
We consider a new family of copulae defining via finite mixtures (Nelsen,
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2013). The idea is to create a new very flexible copula by combining two
copulae, as follow:

CM(u, v) = αC1(u, v; θ1) + (1− α)C2(u, v; θ2) (3)

where α ∈ [0, 1] is the weight of the mixture and C1 and C2 are two different
copulae, with parameters θ1 and θ2, respectively. The two components of the
mixture could not be from the same copula family.

We propose to use a mixture of copulae to define the distances between
subjects in a hierarchical cluster analysis for ranking data.

We consider two subjects, a and b, expressing their preferences on k ob-
jects by rankings.

We consider the mixture of copulae CM in equation (3) to describe the de-
pendence structure of each pair of latent continuous variables (Y ∗a , Y

∗
b ) under-

lying the pair (Ya, Yb) = {i, j, pij} for i, j = 1, 2, .., k. (Ya, Yb) is a bivariate
ordinal variable where i and j represent the rank denoting the increasing or
decreasing level of the importance assigned to the subjects on the k objects
and pij is the joint frequency with values 1/k, if the pair (i, j) is observed,
and 0, otherwise.

Let F1 and F2 the cdfs of Y ∗a and Y ∗b , we assume that each pair (Ya, Yb) cor-
responds to the bivariate discrete random variable obtained by a discretisation
of the continuous latent variable (U = F (Y ∗a ), V = F (Y ∗b )) with support on
[0, 1]× [0, 1], and cdf given by CM .

Let Aij = [ui−1, ui]× [vj−1, vj], i, j = 1, 2, . . . , k, be the rectangles defin-
ing the discretisation. Let p11, . . . , pkk be the joint probabilities of the ordinal
variables corresponding to the rectangles A11, . . . , Akk.

Let VCM (A11), . . . , VCM (Akk) be the volumes of the rectangles under the
copula CM , then there exists a unique element in the family of the mixture of
copulae that satisfies the following relationship:

(VCM (A11), . . . , VCM (Aij), . . . , VCM (Akk)) = (p11, . . . , pij, . . . pkk). (4)

Given the mixture of copulae CM that satisfies the (4), we define the Spear-
man’s grade correlation coefficients for the pair (Ya, Yb), with a 6= b, that
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performs well in measuring the agreement between two rankings:

ρS(CM) = 12

∫
I2

[αC1(u, v; θ1) + (1− α)C2(u, v; θ2)]dudv − 3 (5)

The Spearman’s grade correlation coefficients of the convex combination of
copulae corresponds to the convex combination of the individual Spearman’s
rho of the two copulae. Finally, the distance da,b between the rankings of the
subjects a and b is:

dCa,b =

√
1− ρs(CM) + 1

2
(6)

We calculate the distances in (6) for each pair of n subjects. We propose to
use the obtained n × n matrix as the dissimilarity matrix in a hierarchical
cluster analysis.
By using (6) and the mixture of copulae in hierarchical cluster analysis, we
can analyze different situations in the classification process.
For example, we consider three families of Archimedean copulae with dif-
ferent characteristics: Gaussian, Clayton, and Gumbel copula. The Gaussian
copula is a symmetric copula that permits positive and negative correlation
between the variables and does not allow the dependence in the tails. Instead,
Clayton and Gumbel copulae are asymmetric. They permit only positive as-
sociation and exhibit, respectively, strong left (lower) and right (upper) tail
dependence.
By choosing only Gaussian copulae in the mixture, we assign the same weight
to all ranks. It is possible to proof that, in a hierarchical cluster analysis,
the use of Gaussian copula or classical Spearman rank correlation coefficient
(Spearman approach) gives the same classification. By choosing a mixture of
Gaussian and Clayton or Gumbel copulae, we can assign to the ranks differ-
ent "weights" and emphasize the agreement in particular on the top or lower
ranks. Therefore, by choosing a mixture of Clayton and Gumbel copulae, we
emphasize the agreement only on extreme ranks.
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3. An example on simulated data

In this section, we illustrate our proposal by an application to simulated
data, analyzed in Bonanomi et al. (2017). The data consist on 10 rankings
representing the judgements of 10 consumers about 6 aspects of a product,
attributing "1" to the most important aspect and "6" to the least important one,
reported in Table 1.

Table 1. Example: rankings of 6 products given by 10 consumers

Consumer Rankings Consumer Rankings
1 1 2 3 4 5 6 6 1 2 3 6 5 4
2 2 1 3 4 5 6 7 1 2 3 6 4 5
3 1 2 3 4 6 5 8 1 2 4 3 5 6
4 2 1 3 4 6 5 9 3 1 2 4 5 6
5 3 2 1 4 5 6 10 1 2 3 5 4 6

Our aim is to emphasize the extreme ranks (top ranks, lower ranks, or both
simultaneously but with different emphasis as well), to develop a more flexi-
ble classification than the classical one obtained by Spearman rank correlation
coefficient. To achieve this aim, we implement a hierarchical cluster analysis
with a distance measure based on a mixture of Gumbel and Clayton copu-
lae. This mixture allows positive associations between rankings and lower
and upper tail dependence.

We performed the cluster analysis by using a complete linkage clustering
method. We compare the dendrogram obtained by implementing a hierarchi-
cal cluster analysis based on the mixture of copulae with the one obtained by
the Spearman rank correlation as similarity measure.

The Spearman approach assigns the same importance (weights) at every
rank. The mixture of Gumbel and Clayton copulae with weight α = 0.5

(equal weight for every copula) assigns to the ranks different weights empha-
sizing the agreement only on the extreme ranks.

Referring to Table 1, let consider the consumers 1, 2, 3 and 8. If we address
the issue of emphasizing top and lower ranks simultaneously, the preferences
of consumers 1 and 8 are more similar than 1 and 2. Moreover, consumer 1
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and 8 would be both separated by consumer 3.
In Figure 1 we compare the two dendrograms and we show the change of

position of the subjects by using the two different approaches.
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Figure 1. Comparison of dendrograms: Spearman grade correlation co-
efficient by mixture of copulae (Clayton and Gumbel copulae with weight
α = 0.5) (on the left) and Spearman correlation coefficient (on the right)

The consumers 1 and 8, whose preferences differ only for the two central
ranks, are grouped together at a very low height in the dendrogram obtained
by using a mixture (left side of Figure 1), while they are grouped at a greater
height in the dendrogram on the right side (Spearman approach).

The consumers 1 and 2, whose preferences differ only for the two top
ranks, are grouped together at a very low height in the dendrogram obtained
by using the Spearman approach, while they are grouped at a greater height
in the left side.

Moreover, a classification procedure that emphasizes both the top and the
lower ranks approaches 1 and 8 and it separates consumer 3.
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In conclusion, the classical approach could be used when one wants to
assign equal weights to all ranks in the definition of the distance between
rankings. Spearman’s grade correlation coefficient ρs using the mixture of
Gumbel and Clayton copulae gives much more importance on top and lower
ranks simultaneously, emphasizing the similarity of consumers with similar
extreme ranks.

Acknowledgements: Authors would like to thank the Professor Giuseppe Boari for his useful

suggestions.
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