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ABSTRACT

In most cases Quantum Field Theories (QFTs) are considered without boundaries and
have been successful in providing descriptions of fundamental interactions, including
gravity and cosmology. This is because one is generally interested in bulk effects, where
the boundary can be neglected. Nevertheless, boundaries do exist, and in some cases,
their effects are self-evident and dominant. Important phenomena pertaining to con-
densed matter physics, like the Fractional Quantum Hall Effect and the behavior of
Topological Insulators have been explained in terms of topological QFTs with bound-
aries. This is rather counterintuitive : topological QFTs, when considered without
boundaries, have a vanishing Hamiltonian and no energy-momentum tensor. They
might appear as the least physical theories one can imagine. Despite this, when a
boundary is introduced, an extremely rich physics emerges, which can be observed
experimentally. The scope of this Ph.D thesis is to study the effects of the presence of
a boundary from a Quantum Field Theoretical perspective, searching for new physics
and explanations of observed phenomena. In particular, thanks to the formal QFT
setting, the issue of the existence of local, accelerated, edge modes in Hall systems is
analyzed and understood in terms of the bulk-to-boundary approach as related to a
curved background in topological QFTs with boundary. Within this formalism the in-
duced metric on the boundary can be associated to the ad hoc potential introduced
in the phenomenological models in order to obtain such non-constant edge velocities.
This also leads to the prediction of local modes for Topological Insulators, and Quan-
tum Spin Hall systems in general. The paradigm for which only topological QFTs have
a physical content on the boundary is broken, and also non-Topological QuantumField
Theories such as fracton models and Linearized Gravity are shown to have non-trivial
boundary dynamics. Indeed due to the breaking of their defining symmetry bothmod-
els have a current algebra of the Kac-Moody type on the boundary. In the case of frac-
tons this algebra is in a generalized form, which also appears in some kinds of higher
order Topological Insulators, a sign of a possible relation between these materials and
edge states of fracton quasiparticles. Concerning the theory of Linearized Gravity, in-
stead, the algebra is a standard Kac-Moody one, whose presence was suspected, but
never proved before. Physical results on the boundary range between condensed mat-
ter, elasticity and (massive) gravity models. A collateral result, which enrich this The-
sis, is the building of a new covariant QFT for fractons with a peculiar gauge structure.
This new model better highlight the properties of these quasiparticles.
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Part I

STATE OF THE ART - THE PHYS ICS I S IN THE BOUNDARY

Boundaries exist in Nature. Their presence is usually swept under the
rug, when teaching classes, except then saying, rather vaguely indeed, that
“boundary effects” should be taken into account, which substantially affect
the idealized bulk-only theories. Think, for instance, to the inexistent in-
finitely long solenoids, or to the ideal infinitely extended parallel plates of a
capacitor. But boundaries have a long history of surprising successes.





1BOUNDAR IES IN T IME

Boundaries are everywhere in real life. What would it even mean for an everyday ob-
ject to be without boundaries? We also set conceptual boundaries, limits to our lives,
properties, even countries. But not in physics. We want it to be ideal, thus everything
is infinite and perfect. But physics is the language of Nature, and Nature does not care
for what we want. Indeed the presence of boundaries in a model may have strong
consequences, even leading to unexpected phenomena, or a whole new physical inter-
pretation, and the aim of this Thesis is to dwell on these aspects, searching for new
physics through the powerful tools of Quantum Field Theory (QFT). In the long his-
tory of physics, the first boundary effect has been conceptualized in the ’40s by Casimir
[8], where he related the existence of vacuum pressure as to the presence two conduct-
ing parallel plates. This was later experimentally verified [9]. In field theory, the pi-
oneering work which must be referred to is [10], where Symanzik, using the Casimir
effect as a playground, defined the boundary in field theory as the surface, or the line,
which separates propagators, i.e. two-points Green functions, in the sense that propa-
gators computed between points lying on opposite sides of the boundary must vanish.
This approach relies on very general principles of field theory, like locality and power
counting, and notmuch space is left to arbitrariness. For instance, the conditionswhich
must by fulfilled by the quantum fields on the boundary (of the Dirichlet, Neumann
or Robin type), are not put by hand in the theory, but are those which naturally come
out from the request of separability of propagators. This approach has been very fruit-
ful also in the study of Topological Quantum Field Theories (TQFTs) with boundary
[11–13]. TQFTs are characterized by the absence of physical local observables, the only
observables being global properties of the manifold they are built on, like the genus, or
the numbers of holes and handles [14]. In other words, TQFTs have vanishing Hamil-
tonian and energy-momentum tensor, thus no physical content of their own. Things
change when a boundary is taken into account. One of the first, and still more impor-
tant, example has been the classification of all known rational Conformal Field The-
ories (CFTs), obtained by the introduction of a boundary in three-dimensional (3D)
topological Chern-Simons theory [15]. In that case, the boundary is a circle on a flat
bulk 3D manifold. Later, the introduction of a boundary in TQFTs gave a field theo-
retical predictive description of the edge modes of the Fractional Quantum Hall Ef-
fect (FQHE) [16–20] and of another kind of topological state of matter, the Topological
Insulators (TI), both in 3D and 4D [21–24]. In particular, the Chern-Simons coupling
constant has been found to be tightly related to the filling factor of FQHE [25] and to
the central charge of the Kac-Moody (KM) algebras [26, 27] formed by conserved cur-
rents on the edge of Chern-Simons theory [28–30]. Similarly, another class of TQFTs,
the BF models [14, 31–33], which can be defined on any spacetime dimensions, have
been found to describe the bulk theory of the TI [34, 35]. Hence, the introduction of a
boundary in TQFTs is the only way to give local, physical and measurable observables
to theories which otherwise show “only” formal interest [36–38], and major results
have been achieved in condensed matter theory, mainly. Thus what is striking is that
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4 boundaries in time

when dealing with a boundary in a TQFT, local Degrees of Freedom (DoF) arise, and
set the appropriate conditions for uncovering new physics. However much less inves-
tigated is the fact that boundary physics is not a peculiarity of TQFTs only. For instance,
to a completely different framework belongs the there is the so called AdS/CFT cor-
respondence, also known as gauge-gravity duality, where a higher dimensional gravity
theory in Anti-de-Sitter space can be mapped into an induced, lower dimensional, CFT
through a well established dictionary [39–41]. Interestingly, it started in the ’90s in
the context of string theory, and it was later shown to have deep consequences in con-
densed matter theory (again!), even leading to promising phenomenological results
concerning, for instance, the theory of superconductivity and of strangemetals [42–44].
This duality is sometimes calledAdS/CMT [45]. This Thesis lies on the solid ground of
first principles of QFT and takes inspiration from the work of Symanzik to treat a kind
of holography without gravity [46, 47]. The aim is to draw insights from phenomenol-
ogy, in order to apply the formal tools ofQFT to physical problems. For instancewewill
update well established facts involving TQFTs with boundary and quantum Hall phe-
nomena to explain new effects which cannot be justified within the standard context of
a QFTwith boundary. In particular we will extend the flat bulk-to-boundary paradigm
to a curved one and we shall see that this will allow us to give a theoretical descrip-
tion of accelerated edge modes recently observed in some Hall systems [48] without
any heuristic introduction, which is the usual approach. The induced metric on the
bulk will then be interpreted as a confining/interacting potential in the sample, in the
same way as the coupling constant of the Chern-Simons theory, for instance, is related
to the filling factor of the FQHE. This approach also leads to new predictions for non-
constant edge velocities in Quantum Spin Hall (QSH) systems. Concerning standard
QFTs, recently it has been shown [1, 49] that also non-TQFTs has nontrivial boundary
dynamics. We will also consider boundary effects in new physical theories. That is
the case for instance of fracton models, which describe quasiparticles with restricted
mobility that are widely drawing the attention of the community, both theoretical, and
experimental, from many areas of physics and mathematical physics [50–56]. These
models have the peculiarity of being related to new phases of matter, but also, quite
surprisingly to the theory of Linearized Gravity (LG), thus with gravitational waves :
from microscopic to “cosmological” sizes. This makes such models quite interesting
from the point of view of QFT in general (with andwithout boundary).We shall indeed
see that both the theory defined by the covariant fracton symmetry and LG share a rich
boundary dynamics, in the context of condensed matter and 3D theories of gravity.

The Thesis is organized as follows. Part i is dedicated to the introduction : Chapter 1
gives the general setting and motivations, presenting some historically relevant exam-
ples of the role played by boundaries in QFT. We will briefly review the Casimir effect
(Section 1.1), Symanzik’s paper on teh Casimir effect [10] (Section 1.2), and we fi-
nally give an example of AdS/CFT and the corresponding gauge/gravity (Section 1.3).
In Chapter 2 we present the approach and techniques applied in this Thesis to study
QFTs with boundary. Part ii concerns TQFTs, which are briefly introduced in Chapter
3. In Chapter 4 the 3D Chern-Simons and BF abelian theories with boundary are pre-
sented, in flat spacetime, with their physical consequences and phenomenology. This
will serve as an introduction to Chapter 5, where the 3D Chern-Simons and BF mod-
els are studied with boundary in curved spacetime, in order to find an explanation



1.1 1948 : casimir effect 5

of observations for which the standard flat bulk-to-boundary approach is not enough.
The study of 4D Maxwell theory with boundary [1], showed that also non-TQFTs dis-
play nontrivial physics on the boundary, and this leads to Part iii, which focuses on
boundary effects on non-TQFTs. After a brief overview of the 4D Maxwell theory with
boundary in Chapter 6, Chapter 7 is dedicated to fracton models, where a new covari-
ant QFT for fractons is built (Section 7.2), which agrees with the Literature (Section
7.1). The peculiar gauge structure of the fracton theory is analyzed (Section 7.3) and
finally the theory with boundary is studied (Section 7.4). The strong relation between
fractons and LG gives a starting point for considering LG with boundary in Chapter 8.
Part iv concludes the Thesis with some final remarks.

The original contributions that are collected in this Thesis concern in particular Chap-
ter 5, Chapter 7 (specifically Sections 7.2, 7.3 and 7.4), and Chapter 8 (Section 8.2).

In this introductory Part it can be of interest to present some well known cases where
boundaries had a leading. The scope of what follows is to both present the general
physical idea which motivated the papers, and to describe the technique applied in
each situation, in order to highlight differences and similarities which inspired this
Thesis.

1.1 1948 : casimir effect

The first time boundary effects were investigated was in 1948 in [8]. Inspired by a pre-
vious work on the interaction between atoms and a plate [57], in [8], in the context
of classical electrodynamics, H.B.G. Casimir studied the interaction between two per-
fectly conducting plates, focusing on the change of electromagnetic vacuum energy.
The idea was to look at if and how two parallel flat boundaries (plates) of conducting
material could alter the vacuum energy just as a consequence of their existence. The
system is composed of a perfectly conducting cubic cavity of volume L3 with an addi-
tional conducting square plate of side L placed parallel to the xy face of the cube. This
will play the role of the boundary, first placed at a small distance a ≪ L from the xy
face and then at a very large distance a ∼ L/2. The interaction between the plate and
the xy face is given by the difference in energy between the two situations, which has
a finite value given by

δE =
1

2

∑
ℏω|a −

1

2

∑
ℏω|L/2 , (1.1.1)

where the sums are over all the possible resonance frequencies. Given the wave num-
bers kx = π

Lnx , ky =
π
Lny , kz =

π
anz , where nx, ny and nz are positive integers, for a

big enough cavity, i.e. for large L, one can treat the x, y components of the wave num-
ber (those parallel to the conductive boundary) as continuous variables for which the
sum can be replaced by an integral. In polar coordinates, with x2 ≡ k2x + k2y , the first
term at the right hand side (r.h.s.) of (1.1.1) is

1

2

∑
ℏω|a = ℏc

L2

2π

∞∑
0

θn

∫ ∞

0
x dx

√
x2 + n2z

π2

a2
(1.1.2)

where θn is meant to indicate that the term with nz = 0 has to be multiplied by 1/2

since to every ki correspond two standing waves unless one of the ni is zero. This can



6 boundaries in time

be ignored in the case of the continuous variables. For very large a, corrisponding to
the second term at the r.h.s. of (1.1.1), also this last summation can be replaced by an
integral and it is therefore easily seen that the interaction energy (1.1.1) is given by

δE = ℏc
π2L2

4a3

[ ∞∑
0

θn

∫ ∞

0
du
√
n2z + u−

∫ ∞

0

∫ ∞

0
du dnz

√
n2z + u

]
, (1.1.3)

with u ≡ a2

π2x
2. At this point the integral can still diverge for big enough k. This

physically means that high frequency waves are not affected by the cavity, nor by the
position of the plates: the zero pt energywould diverge as if unaffected. The solution is
to introduce a functionwhich cuts away the divergent contribution by going sufficiently
rapidly to zero in k. This function and the cutting frequency depend on the material of
the cavity, but will not intervene in the approximation that will be taken into account.
Indeed by following this approach, and using Euler-Maclaurin formula to estimate the
difference between the integrals, one finds

δE

L2
= −ℏc

π2

720

1

a3
. (1.1.4)

There is thus a force given by

F = − 1

L2

∂δE

∂a
= −ℏc

π2

240

1

a4
. (1.1.5)

This means that two uncharged parallel conductive plates (boundaries), in vacuum,
experience an attractive force between them. The existence of such an attractive force
between the two plates is the consequence of vacuum energy pressure of electromag-
netic waves. In evaluating this force one can see that it is observable only for very small
values of a, i.e. the distance between the plates. Indeed it tookmany years before a first
direct measure, in 1997, was made possible and verified the effect [9].

1.2 1981 : symanzik’s method

Many years later Symanzik, in [10], applied the “high flexibility and perfection of the
QFT formalism” (sic) to recover the above result of the casimir force (1.1.5) as a QFT
with boundary for the first time. The Casimir effect was indeed the perfect playground
to investigate the meaning of a boundary in QFTs. Indeed how could Boundary Condi-
tions (BC) be implemented without spoiling the renormalizability of the theory? What
are the consequences on the observables? These are all legit and fundamental ques-
tions questions when dealing with a QFT with boundary.

Boundary conditions

The model considered by Symanzik in [10] is that of a free massive scalar field in eu-
clidean four-dimensional spacetime 1, described by the lagrangian density

L0 = −1

2
∂µϕ∂

µϕ− 1

2
m2ϕ2 . (1.2.1)

1 the original papar [10] works in generic ν-dimensional spacetime, but for the introductory scope of this
Thesis it is sufficient to work within the standard four-dimensional spacetime (i.e. ν = 4), in order to
better highlight crucial points and compare the results and procedure with those of the previous Section.



1.2 1981 : symanzik’s method 7

The model is considered to have a 3D boundary ∂M (the third dimension correspond-
ing to euclidean time) described by the equation f(x) = 0, which separates the space
into two regions: M with f(x) > 0, and its complementary M′ with f(x) < 0.This is
therefore a two-sided boundary, and the massive scalar theory lives on both sides of
it. As we shall see this is different to what will be considered in the original part of
this Thesis, which is a one-sided boundary. While this last would be more of a “con-
fined” situation, where the theory is in an interiior region delimited by the boundary,
the present one is more similar to a defect or interface [58–61]. Due to the presence of
the boundary, an augmented lagrangian density needs to be considered

L = L0 − δ(f(x))ϕ(x− ϵ)∂µϕ(x)∂µf(x) , (1.2.2)

where ϵ is a vector normal to the boundary ∂M. Since on the boundary the field ϕ(x)
and its derivativewith respect to the normal of the boundary (∂nϕ(x)) are independent,
this additional contribution to the lagrangian implements Dirichlet and Neuman BC in
the two sides of the boundary respectively, as follows

ϕ(x) → 0 x→ ∂M from M (1.2.3)
∂nϕ(x) → 0 x→ ∂M fromM′ . (1.2.4)

From (1.2.2) the generating functional of Green function can be computed to be

Z[J ] =

∫
[dϕ]e

∫
L+

∫
Jϕ ∝ e

1
2

∫
M J(x)GD(x,y)J(y)+ 1

2

∫
M′ J(x)G′

N (x,y)J(y) , (1.2.5)

where GD is the Dirichlet Green function inM given by

(m2 − ∂2x)GD(x, y) = δ(x− y) if x, y ∈ M
GD(x, y) = 0 if x ∈ ∂M, y ∈ M ,

(1.2.6)

and G′
N the Neumann Green function inM′

(m2 − ∂2x)G
′
N (x, y) = δ(x− y) if x, y ∈ M′

∂nG
′
N (x, y) = 0 if x ∈ ∂M, y ∈ M′ .

(1.2.7)

Therefore the presence of the boundary affects the two-pt functions (propagators) of
the theory as shown by (1.2.6) and (1.2.7), as a consequence of the surface term intro-
duced in (1.2.2). Indeed the main consequence is that in (1.2.5) there are no correla-
tions between points in M and in M′, have thus been decoupled from each other by
the boundary, and propagators of points separated by the boundary have to vanish.

Casimir effect

Wehave seen in Section 1.1 that the presence of two parallel boundaries (plates) affects
the vacuum energy through their presence, leading to a Casimir force (1.1.5) which
attract one-another. In the context of a model described by the lagrangian (1.2.2), the
vacuum energy for the scalar field is

EM̄ = − lim
T→∞

1

T
ln

∫
[dϕ]e

∫ T
0 dt

∫
M̄ dxL(ϕ,∂ϕ) , (1.2.8)



8 boundaries in time

where M̄ denotes the spatial part of the boundary M, i.e. M = M̄ × [0, T ] , ∂M =

∂M̄× [0, T ].The relevant quantity is the total energy, which is the ground-state energy
in M̄, for instance with Dirichlet BC, plus the one in the complementary region M̄′

with Neumann BC. The boundary-independent contribution can be omitted, leaving
surface terms only. Therefore in the context of the Casimir effect, considering Dirichlet
conditions on the inner sides of two parallel plates, at distance a, the total energy is the
same as if the two Neumann regions were absent. Thus for a QFT computation of the
Casimir effect the surface graphs have merely the ϕ∂nϕ vertices on ∂M appearing in
(1.2.2), for which the expansion is

E
(D)

M̄ + E
(N)

M̄ − const = − lim
T→∞

1

2T

(
2Tr∂nG+

1

2
22Tr ∂nG · ∂nG+ ...

)
(1.2.9)

where Tr is the trace on the surface ∂M, and ∂nG is

∂nG = −1

2
π−2Γ(2)

[
(X −X ′)2 + a2

]−2
a , (1.2.10)

with X and X ′ the 2 + 1-dimensional coordinates on the plates. While on the r.h.s. of
(1.2.9) the odd terms all vanish, the even ones can be summed, giving

1

area

(
E

(D)

M̄ + E
(N)

M̄ − const
)
= −2−4π−2Γ(2)ζ(4)a−3 = − 1

1440

π2

a3
, (1.2.11)

where ζ(4) =∑∞
n=1 n

−ν |ν=4 = π4/90, and Γ(2) = 1 is the Gamma function. Eq.(1.2.9)
is analogous to the Casimir potential obtained in Section 1.1, keeping inmind that here
ℏ = c = 1.

1.3 1997 : holography and ads/cmt

TheAdS/CFT correspondence, conjectured for the first time byMaldacena in 1997 [62],
is another example of the successful approaches involving boundaries. It shows dual-
ities between d + 1-dimensional gravity bulk theories and their holographic counter-
parts on their d-dimensional boundaries, where the extra “energy”dimension run from
zero to infinity [40, 41]. The AdS/CFT holographic correspondence, a.k.a. gauge/grav-
ity duality, was originally conjectured in string theory and captured the attention of
many physicists. For instance a typical paper on the topic had abstract like this [39]

Recently, it has been proposed by Maldacena that large N limits of certain conformal
field theories in d dimensions can be described in terms of supergravity (and string the-
ory) on the product of d+1-dimensional AdS space with a compact manifold. Here we
elaborate on this idea and propose a precise correspondence between conformal field
theory observables and those of supergravity: correlation functions in conformal field
theory are given by the dependence of the supergravity action on the asymptotic be-
havior at infinity. In particular, dimensions of operators in conformal field theory are
given by masses of particles in supergravity. As quantitative confirmation of this corre-
spondence, we note that the Kaluza-Klein modes of Type IIB supergravity onAdS5×S5

match with the chiral operators of N = 4 super-Yang-Mills theory in four dimensions.
With some further assumptions, one can deduce a Hamiltonian version of the corre-
spondence and show that theN = 4 theory has a largeN phase transition related to the
thermodynamics of AdS black holes.
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Later on the duality received much attention in condensed matter theory, enough to
introduce for that case a new acronym (AdS/CMT). The bulk/boundary correspon-
dence turned out to be a powerful new technique to study strongly coupled systems,
reviewed for instance in [42–45, 63]. Despite the completely different context, the dic-
tionary still involve a d + 1-dimensional gravity theory in anti-de-Sitter (AdS) space-
time, i.e.with negative curvature and metric of the form

ds2 = L2

r2

(
dr2 + ηµνdx

µdxν
)
, (1.3.1)

whose d-dimensional boundary CFT is related to phenomena in condensed matter the-
ory [44]. Starting from the “quantum gravity” d+1-dimensional bulk action SQG and
bulk field ϕ, the dictionary prescribes [39, 64] that the boundary d-dimensional QFT
has source ϕ0 related to the boundary value of the bulk field ϕ, and is obtainable as a
boundary limit of the on-shell (i.e. saddle point) gravitational path integral as

ZQFT [ϕ0] =

∫
[dA]eiSQFT+i

∫
ϕ0O(A) = ZQG[ϕ→ ϕ0] ∼ eiSQG |ϕ→ϕ0 . (1.3.2)

Thus the bulk field ϕ is related to the boundary operatorO through its boundary value
ϕ0 becoming a source for such operator

ϕ|bd = ϕ0 ↔ O . (1.3.3)

This is the core of the duality and the key to computing fundamental quantities (n-pt
functions) in the boundary theory through

⟨O(x1)...O(xn)⟩ =
δ(n) logZQFT [ϕ0]

δϕ0(x1)...δϕ0(xn)
∼

δ(n)ZosQG[ϕ0]

δϕ0(x1)...δϕ0(xn)
. (1.3.4)

An example : holographic conductivity

The easyest way to quickly show the peculiar features of this duality is to try and com-
pute conductivity applying this the dictionary. This means that we want to compute
Ohm’s law through the AdS/CFT correspondence, thus starting from a theory general
relativity with boundary. In a 3+1-dimensional asymptotically AdS theory of gravity,
electromagnetism is described by the following Einstein-Maxwell action

Sbulk =

∫
d4x

√
−g
[

1

2κ2

(
R+

6

L2

)
− 1

4e2
FµνF

µν

]
, (1.3.5)

where Lis the AdS radius, and µν... are the bulk d + 1 indices (m,n... will be those of
the boundary). We have thus a bulk theory with a charged black hole, which we say to
be at a chemical potential µ [65]. The Reissner-Nördstrom black hole solution, which
comes from solving Einstein’s Equations of Motion (EoM), is

ds2 =
L2

r2

[
−f(r)dt2 + dr2

f(r)
+ ηµνdx

µdxν
]
, (1.3.6)

which is of the form (1.3.1) and with

f(r) = 1−
(
1 +

r2hµ
2

γ2

)( r

rh

)3

+
r2hµ

2

γ2

(
r

rh

)4

; γ ≡ 2e2L2

κ2
, (1.3.7)
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where rh is the radius of the outer horizon of the black hole. It is also known that
one can identify a temperature at the horizon of black holes, which is the Hawking
temperature [66]. In the case of this Reissner-Nördstrom black hole it is

T =
1

4πrh

(
3−

r2hµ
2

γ2

)
⇒ rh = rh(µ, T ) . (1.3.8)

Thismeans that black holes in the bulk correspond to placing the boundary field theory
at some finite temperature, and the bulk spacetime corresponds to real time dynamics
in the boundary thermal field theory. The duality bulk fields-boundary sources (1.3.3)
coming from the prescription (1.3.2) here says

gmn ↔ Tmn (stress) ; Am ↔ Jm (current) . (1.3.9)

Concerning the gauge field Am, from solving its EoM with proper conditions at the
horizon such that it vanishes, one finds that the temporal component takes the form

A0 = ϕ0(x) + ϕ1(x)r = µ
(
1− r

rh

)
. (1.3.10)

Then the dictionary tells us that the leading ϕ0 and subleading ϕ1 terms of this solution
can be identified respectively with the source for the current J0 and the expectation
value ⟨J0⟩ [42–45]. Which means that the source for J0 is the chemical potential µ,
while the expectation value ⟨J0⟩ is the charge density. The presence of an electric field
with frequencyω is related to thex-component of the gauge field through ∂tAx = Eeiωt,
for whichAx = E

iωe
iωt on the boundary. In the bulk, the leading order terms inAx take

the form
Ax =

E

iω
eiωt + ⟨Jx⟩r + ... , (1.3.11)

from which the subleading term ⟨Jx⟩ can be determined through the EoM of the bulk.
Considering the fact that this implies the presence of a gtx component of the metric
[42], from Maxwell and Einstein equations, together with ingoing BC at the horizon,
we get

(fA′
x)

′ +
ω2

f
Ax = 4µ2

γ2r2h
Ax . (1.3.12)

Although this cannot be solved analytically, it can be done numerically and from the
Ohm’s relation J = σE, we can thus determine the response ⟨Jx⟩ in terms of the source,
from which the ratio is the conductivity

σ(ω) =
1

e2
A′
x

iω
. (1.3.13)

What is surprizing of this result, which highlight the power of this duality, is that
starting from general relativity with a charged black hole and a boundary, one obtain
the “conductivity” (1.3.13), which plotted with the numerical solution recovered from
(1.3.12), reproduces a behaviour seen in graphene and typical of any CFT in 2 + 1 di-
mensions [42, 67]2.

2 Notice that a delta function appear in the analysis, which can however be eliminated when considering
the theory on a lattice (so to break translational invariance). This discussion anyway lies outside the scope
of this introductory Section and Thesis.



2THE QFT APPROACH IN THI S THES I S

We have seen that it is possible to treat theories with boundary in the context of differ-
ent formulations : through standard electrodynamics as in the Casimir effect, bymeans
of the formalism of QFT, in the case of Symanzik’s work, or looking at holography as a
theory of gravity displaying microscopic condensed matter phenomena on its asymp-
totic conformal boundary. All of this with fruitful results. In this Section an additional
case is considered, representing the technique and attitude in terms of which the orig-
inal works contained in this Thesis is built. The principles around which the Thesis
develops are those of QFT : symmetry, covariance, locality and power-counting, the
only external input is given by the introduction of the boundary itself. No additional
requests are made to recover the induced physics, it will be the theory itself that will
give all the information needed.

2.1 the symmetry, the action and the boundary

The main ingredient from which we start building the theory is the symmetry, de-
scribed by a transformation δα acting on the fields, which here are collectively rep-
resented as ϕA(x), as follows

δαϕA = WαA , (2.1.1)
and leaving the most general, power-counting-compatible, action invariant, i.e.

δαSinv[ϕA] = 0 . (2.1.2)

Here the index α in δα is a generic one, meaning that the transformation might change
the nature of the involved field (like the case of supersymmetry [68]). In the following
we will only deal with transformation where no α-index appear. This is the case for
instance of the standard gauge transformation

δgaugeAµ = ∂µΛ (2.1.3)

whose invariant 4D action describes Maxwell theory

SMax = −1

4

∫
d4xFµνF

µν (2.1.4)

with
Fµν ≡ ∂µAν − ∂νAµ . (2.1.5)

In 3D the same symmetry give rise to the topological Chern-Simons action [69], or
the Maxwell-Chern-Simons one [70] depending on the mass dimension of the gauge
field. From just one symmetry and one field, three completely different models come
out : we have the theory of electromagnetism, and by lowering the dimensions one can
either have a theory of mostly mathematical interest, as is Chern-Simons, or one which

11
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gives the 3D photon a topological mass [70]. Not to mention non-abelian extensions.
Infinitesimal diffeomorphisms

δdiffhµν = ∂µξν + ∂νξµ , (2.1.6)

for a rank-2 symmetric tensor field define the theory of LG, where the gauge parameter
ξµ(x) is a vector. There are also more “exotic” cases that we will encounter, and the
discussion will be postponed to the relevant Chapter. In Path Integral formalism the
fundamental objects (observables) are related to the generating functional Z[J ] and
in particular to the generating functional of the connected Green’s functions Zc[J ], de-
fined by

Z[J ] = eiZc[J ] =

∫
[dϕA]e

iSinv+SJ . (2.1.7)

In (2.1.7) a source JA(x) is coupled to the field ϕA(x)

SJ =

∫
ddxJAϕA , (2.1.8)

which allows to compute the Green functions G(n)(x1, ..., xn) as

δnZc[J ]

δJA1(x1)...δJAn(xn)

∣∣∣∣
J=0

= in−1⟨T (ϕA1(x1)...ϕAn(xn))⟩ = G
(n)
A1...An

(x1, ...xn) , (2.1.9)

where T represents the time-ordered product. Of particular interest are the 1- and 2-pt
functions, i.e.mean value of the field and propagators

δZc[J ]

δJA(x)

∣∣∣∣
J=0

= ⟨ϕA⟩ (2.1.10)

δ2Zc[J ]

δJA(x)δJB(y)

∣∣∣∣
J=0

= i⟨T (ϕA(x)ϕB(y))⟩ = G
(2)
AB(x− y) . (2.1.11)

If the transformation (2.1.1) is linear, which is the case for an abelian theory, the sym-
metry of (2.1.2) can be written in a functional way as∫ ddx

∑
ϕA

WαA
δ

δϕA

Sinv = 0 , (2.1.12)

known as Ward identity. The symmetry implies a conserved current equation for the
source JA(x) in (2.1.8). This can be immediately visualized if we consider for instance
the gauge symmetry (2.1.3) and the Maxwell action (2.1.4) with a source term (2.1.8)
where the current is Jµ(x). In that case the identity (2.1.12), for every value of the
gauge parameter Λ(x) (2.1.3), gives

∂µJ
µ = 0 . (2.1.13)

A gauge theory described by the action (2.1.2), in order to be well defined, needs a
gauge-fixing so to render the path integral finite by identifying one representative for
each gauge orbit [71], and allowing for the computation of observables (propagators
for instance). Physical results should not depend on the gauge choice. In the case of
theories with boundary that choice, usually, but not necessarily, is the axial one, where
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a component normal to the boundary is set to be zero through a proper gauge fixing
term Sgf . This term breaks covariance [72], as does the presence of the boundary itself.
The boundary is introduced in the theory by means of a Heaviside theta distribution
θ(f(x)) in the action, where f(x) = 0 describes the boundary ∂M of the manifold M.
In this case the theory has a one-sided boundary. This differs from the approach of
Symanzik [10], where the theory was defined on both sides of the boundary. Thus
in our case we will not have to require any separability condition as (1.2.6) on the
propagators. However still the question naturally arises ofwhich BC should be imposed
on the bulk fields or, rather, which are the most general BC which naturally emerge
as a consequence of the presence of a boundary itself, without introducing them by
hand. Indeed a statement of the procedure we want to build in this Thesis is that we
want to get rid of the dependence on any particular choice. To do so we consider an
additonal action termSbd analogous to Symanzik’s term in his “augmented lagrangian”
(1.2.2), compatible with power-counting and locality, which could have a form like the
following

Sbd =

∫
ddxδ(f(x))ϕAT

ABϕB , (2.1.14)

where TAB is a generic operator that may contain spacetime derivatives. While Syman-
zik imposes BC and then sees which is the boundary term in the action which imple-
ments them, we generalize that approach not imposing any BC a priori, but writing the
most general boundary term, compatible with locality and power counting, to find out
which are the most general BC compatible with it. The question as whether to require
covariance or not in the boundary term will depend on the model. Clearly one could
for instance start from a non-covariant term and recover covariance as a particular case,
however this could introduce an unnecessary high number of free parameters, which
may render the analysis more complicated, hiding physical results in a proliferation of
coefficients. On the other hand the request of covariance could prevent from reaching
any result at all, as we shall see for instance in the case of Chern-Simons theory in Sec-
tion 4.1. The presence of the boundary spoils the gauge invariance of the bulk action.
This boundary term Sbd (2.1.14) allows to obtain the most general BC for the theory as
a variational principle for the full action

Stot = Sinv + Sbd + Sgf + SJ . (2.1.15)

2.2 the breaking of the symmetry and current algebra

We started this Chapter by saying that the symmetry is themain ingredient of aQFT, the
first step fromwhich a theory can be built. But it is even more important in the present
case, since the symmetry, or better, its breaking by the introduction of the boundary, is
also the first step to recover the induced lower-dimensional theory. As a consequence,
the content of this Section depends on the specific symmetry considered, and the scope
here is to give an idea of the procedure that we will follow in this Thesis. Indeed the
presence of the boundary translates in a breaking of the symmetry which thus results
in a breaking of the Ward identity (2.1.12), which acquires a nonzero value at its r.h.s.
Such Ward identity is known [73, 74] to imply conservation laws, in the sense that,
taken on-shell (i.e. J = 0), it can be written as an equation of the form

∂ · (...)|∂M = 0 , (2.2.1)
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associated to the breaking, where “(...)” is a linear function of the bulk fields ϕA(x).
This will be one of the ingredients thanks to which one should be able to build the
boundary theory, as we shall see.

Commutator algebra and Kac-Moody

Through the relations (2.1.10) and (2.1.11), by taking functional derivatives with re-
spect to the source of the broken Ward identity, it is possible to obtain an algebraic
structure on the boundary ∂M

δ

δJ(x′)
(Broken Ward id.) → boundary algebra . (2.2.2)

Since the on-shell breaking of the identity represents a conserved current on the bound-
ary (2.2.1), this means that the commutation relations coming from (2.2.2) represents
an algebra of currents. In fact typically this algebraic structure turns out to be of the
KM type [26, 27, 75], which is a recurrent one in the context of theories with boundary
[11, 29, 76, 77]. For instance one can think of the two-dimensional case, for which the
current algebra takes the following form

[Ja(x), Jb(x′)] = iℏfabcJc(x)δ(x− x′) +
iℏ2

2π
kδab∂(x)δ(x− x′) , (2.2.3)

where fabc are the structure constants of an algebra g, and k is known as the central
charge. When the theory is abelian the structure constants disappear, and the r.h.s.
is proportional to a derivative of the Dirac delta function with the central charge as
coefficient. This is also called the Schwinger term [78] and is a second order quantum
effect. To relate this current algebra to the proper KM one, which is associated to a
compact and finite-dimensional Lie algebra g defined by the commutation relation

[T am, T
b
n] = ifabcT cm+n + kmδabδm,−n , (2.2.4)

wherem,n ∈ Z, and a, b, c ∈ {1, ...,dimg}, it is necessary to introduce a KM field

T a(z) =
∑
n

T a−nz
n , (2.2.5)

related to the current in (2.2.3) through

Ja(x) =
ℏ
L
T ae2πi

x
L , (2.2.6)

where the definition is taken on a unitary circle of periodLwhich can then be extended
to infinity. Following these definitions the current algebra (2.2.3) can be written in
terms of the KM one (2.2.4), where one can see that the central charge k is the element
that commutes with all the other elements of the algebra T am. Algebraic structures of
this kind are frequent in physics, indeed, KM algebras are tightly related to QFTs with
boundary. Starting from the pioneering paper [15], where all rational 2D conformal
field theories were derived from the 3D Chern-Simons theory with a boundary, it is
now almost paradigmatic that conserved currents exist on the boundary of topological
field theories, forming KM-type algebras with a central charge proportional to the in-
verse of the coupling constant of the bulk theory. This will be particularly relevant in
this Thesis to better interpret the boundary physics and identify physical observables.
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2.3 the induced lower-dimensional theory

Section 2.1was the building of the theory starting from the symmetry, and the introduc-
tion of the boundary. That procedure is always valid : given a symmetry, this defines
an invariant action and, with the addition of the boundary, proper gauge-fixing and
boundary term are considered to deal with the model. On the other hand Section 2.2
deals with the consequences of the aforementioned introduction of boundary : the
breaking of the symmetry/Ward identity, the emergence of a conserved current on the
boundary, and of an algebraic structure. Thus the results are highly model/symmetry
dependent. Therefore that part should only be seen as a guideline on how to proceed
and what to possibly expect. Even though in all the cases presented in this Thesis
everything works fine, this does not mean, a priori, that it always should. Indeed re-
sults may depend on how much “exotic” the symmetry is, or the general setting that
is chosen. For instance the theory could be defined on a flat or curved background
spacetime, and in the second case one should expect computations to be more tricky,
if possible at all. One has to keep in mind that it is not necessarily always true that an
induced boundary physics can be recovered from any theory just by adding a bound-
ary. Indeed, until recently, it was believed that this only worked for a class of theories,
i.e. TQFTs, and not in general. What we shall see in this Thesis is that apparently it is
more universal than expected.
If after the building of the theory as Section 2.1 prescribes, results of the kind men-
tioned in Section 2.2 are recovered, the scope of the present Section is to show how to
interpret the obtained results, and translate them into the induced theory, always keep-
ing in mind that the spirit is to not impose anything by hand. All the results obtained
up to this level should be enough to determine the boundary theory, indeed :

1. we can identify the DoF of the induced model by solving the on-shell conserved
current equation (2.2.1). This will give a relation between the bulk fields ϕ(x)
evaluated on the boundary, and new boundary fields φ(X), obtained as the gen-
eral solution of (2.2.1). This relation must be preserved, which implies that the
boundary fieldsφ(X)must transform in away that does not affect it. That iswhat
defines the transformation on the fields δbdφ under which the lower dimensional
action Sd−1[φ] must be invariant, i.e.

δbdSd−1 = 0 . (2.3.1)

2. The commutation relations obtained through (2.2.2), when written in terms of
the new boundary fields φ(X), could be interpreted as an equal time canonical
commutation relation [

q(X) , p(X ′)
]
= iδ(d−2)(X −X ′) , (2.3.2)

from which canonical variables can be identified which constrain the free para-
meters of the action Sd−1 through

p =
δSd−1

δq̇
. (2.3.3)

3. To consolidate the relation between the bulk, represented by the action Stot[ϕ]
(2.1.15), and the boundary, whose action is Sd−1[φ] satisfying (2.3.1) and (2.3.3),
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the remaining step is to match the BC of the bulk theory, written in terms of the
boundary fields φ(X), with the EoM of the d− 1-dimensional theory, i.e.

bulk BC ↔ boundary EoM . (2.3.4)
This, which we call “holographic contact” makes it possible to relate (some of)
the remaining free parameters of Sd−1 with those of the bulk, which may also
involve the “coupling” constant.

Again it is important to remark that up to this point nothing has been imposed besides
the presence of the boundary, and everything that is obtained simply comes from ap-
plying first principles of QFT. Once we have properly collected the information that the
theory is giving us by following these steps, nothing is left if not to physically interpret
the theory that has just been recovered. This can be done for instance by computing
propagators, analyzing the EoM, or looking at the energy momentum tensor.

notations

If not otherwise stated, the following notations concerning indices and coordinateswill
be used throughout the Thesis

α, β, ..., µ, ν, ... = {0, ..., d− 1}
a, b, c, ... = {0, ..., d− 2}
a,b,c, ... = {1, ..., d− 2} .

(2.3.5)
(2.3.6)
(2.3.7)

In the case d = 3 the last line (that corresponds to the index referring to the single
spatial coordinate on the boundary) we will just use the corresponding number (or
letter). Moreover bulk and boundary coordinates are respectively

xµ =(x0, ..., xd−1)

Xm =(x0, ..., xd−2) .

(2.3.8)
(2.3.9)

For instance in Chapter 5 we will have radial coordinates as follows
µ, ν, ρ, ... ={0, 1, 2} = {t, r, θ}
i, j, k, ... ={0, 2} = {t, θ} ,

(2.3.10)

x =(x0, x1, x2) = (t, r, θ) on the 3d bulk
X =(x0, x2) = (t, θ) on the 2d boundary r = R .

(2.3.11)
(2.3.12)

Exceptions to this notation will be in Section 7.2, 7.3, and 8.1, where no boundary is
present, and thus the distinction will be between space and time indices as

α, β, ..., µ, ν, ... = {0, ..., d− 1}
a, b, c, ... = {1, ..., d− 1} .

(2.3.13)
(2.3.14)

Mostly plus Minkowskian metric will be used ηµν = diag(−1, 1, ..., 1), and when deal-
ing with curved spacetime we remark that the Levi-Civita tensor ϵµνρ(x) is written in
terms of the corresponding symbol ϵ̃µνρ as follows

ϵµνρ(x) =
ϵ̃µνρ√
−g(x)

, (2.3.15)
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where g(x) is the determinant of the bulk metric tensor gµν(x), with Lorentzian sig-
nature. Finally, concerning the constants, we will adopt the standard QFT convention
where ℏ = c = 1 dimensionless, thus everything will be expressed in terms of mass
dimensions, keeping in mind that [∂x] = 1 and [x] = −1.





Part II

TOPOLOGICAL F IELD THEOR IES

Topological Quantum Field Theories represent a paradigmatic example of
how boundaries may be relevant in quantum field theory. In fact TQFTs are
characterized by the defining property of having global observables only,
and not local. This means that the word “observable” in this context is a
kind of oxymoron, being of geometrical, rather than physical, nature. These
results are quite important, and motivated the great interest in the commu-
nity of theoretical physicists which arose on TQFTs after a couple of seminal
papers at the end of the eighties of the past century [79, 80], where prob-
lems typical of mathematics and mathematical physics were for the first
time successfully faced by quantum field theory methods. On the other
hand, the fact that TQFTs have vanishing energy-momentum tensor, hence
vanishing energy density and, above all, vanishing Hamiltonian, justified
as well the colder attitude of the larger part of less formal physicists toward
TQFTs. The introduction of boundaries in TQFTs drastically changed this sce-
nario.





3AN OVERV IEW OF TQFTS ( 1 9 8 8 )

Topological Quantum Field Theories are characterized by the defining property that
their observables do not depend on the metric of the background spacetime. As a
consequence, TQFTs do not display physical observables, which are local, but “only”
geometrical ones, i.e. global properties of the manifolds, like handles, knots and so
on [14, 79]. An easy way to highlight this peculiar property is to compute the energy-
momentum tensor of a TQFT : the result is zero or, more precisely, the only contribution
comes from the unphysical gauge-fixing sector. The situation drastically changes if a
boundary is introduced in the background spacetime. The presence of a boundary
breaks everythingwhich can be broken, starting from translations and rotations, hence
Lorentz invariance. In TQFTs the boundary also breaks gauge invariance, thus, if a
boundary is present, integration by parts gives a nonvanishing contribution, and on the
lower dimensional boundary unbroken residual symmetries survive.This will allow
for local DoF to emerge on the boundary, and promote the theory to a physical one.
However, before discussing the introduction of a boundary in a TQFT, it is interesting
to briefly display the properties that defines a theory a topological one. In [14] it is
stated that four are the characteristics thatmakes a theory a TQFT. IndeedA topological
quantum field theory consists of

1. a collection of fields Φ(x) (which are Grassmann graded) defined on a Riemann-
ian manifold (M, g) ;

2. a nilpotent operator 	s, which is odd with respect to the Grassmann grading ;

3. physical states defined to be 	s-cohomology classes ;

4. an energy-momentum tensor which is 	s-exact, i.e.

Tαβ = 	sVαβ(Φ, g) (3.1)

for some functional Vαβ of the fields and the metric.

The definition comes from BRS formulation [81, 82], where Φ(x) includes the gauge
field, ghosts, and multipliers, and 	s is the nilpotent, i.e. 	s

2 = 0, BRS operator. This is
the content of 1. and 2., while point 3. says that the physical Hilbert space is defined
by the condition

	s|phys⟩ = 0 , (3.2)
and has thus states of the form

|phys⟩′ = |phys⟩+ 	s|x⟩ ∼ |phys⟩ , (3.3)

due to nilpotency, where “∼” implies an equivalence between the states. This equiva-
lence means that the physical Hilbert space is composed of states which are 	s-closed

21
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(	s|x⟩=0) modulo 	s-exact (|x⟩ = 	s|y⟩) states, i.e. are 	s-cohomology classes. The varia-
tion of any functionalO of the fields Φ(x) is a BRS transformation, therefore from BRS
invariance of the vacuum

⟨	sO⟩ = 0 , (3.4)
where “⟨...⟩” represents the vaccum expectation value. The fourth prerequisite has a
very important consequence on the generating functional

Z =

∫
[dΦ]e−Sq , (3.5)

where Sq si the complete quantum action, which includes the classical action Sc to-
gether with the necessary gauge fixing and ghost terms and is BRS-invariant by con-
struction i.e. 	sSq = 0. Considering the theory on amanifoldMwithmetric gαβ(x), the
energy momentum tensor given in pt.4. by (3.1) is such that the generating functional
Z (3.5) is zero under an infinitesimal change in the metric3, in fact

δgZ =

∫
[dΦ]e−Sq

(
−1

2

∫
M
dnx

√
−g Tαβ δgαβ

)
=

∫
[dΦ]e−Sq

	sχ = ⟨	sχ⟩ = 0 ,

(3.6)

where we used the BRS invariance of the vacuum (3.4), the definition of energy-mo-
mentum tensor as the variation of the action with respect to the metric i.e.

δgSq =
1

2

∫
M
dnx

√
−g Tαβ δgαβ , (3.7)

and where we defined
χ ≡ −1

2

∫
M
dnx

√
−g Vαβ δgαβ . (3.8)

The term “topological” can thus be interpreted as thismetric independence. The gen-
erating functional Z (3.5) does not depend on the local structure of the manifold, but
only on global properties : Z is a topological invariant. However, it is not the only
invariant. The vacuum expectation value of an observable

⟨O⟩ =
∫
[dΦ]e−SqO(Φ) (3.9)

is another topological invariant, i.e. δg⟨O⟩ = 0 if [79]

δgO = 	sR ; 	sO = 0 , (3.10)

which means that O has to be in the 	s-cohomology class (i.e. it is a BRS invariant op-
erators which is not 	s-exact), and which satisfy δgO = 	sR for some R. Then we have
that

δg⟨O⟩ =
∫
[dΦ]e−Sq(δgO − δgSq · O) = ⟨	s(R+ χO)⟩ = 0 , (3.11)

3 Metric independence of the functional measure is assumed. To show that this assumption is in fact real-
ized, one needs to check for metric anomalies [14].
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again due to (3.4). Another property of topological field theories is the absence of
dynamical excitations, i.e. there are no propagating degrees of freedom. Indeed, from
1.-4., we have

⟨phys′|H|phys⟩ = ⟨phys′|
∫
T00|phys⟩ = ⟨phys′|

∫
	sV00|phys⟩ = 0 , (3.12)

whereH is the Hamiltonian, which means that the energy of any physical state is zero,
and hence there are no physical excitations.

The classification

The above definition of a TQFT allows for a classification of such theories : one can have
Witten type or Schwarz type TQFTs [69]. The discriminant comes from the shape of
the quantum action, for which the two models acquire different features. For instance
this difference also reflects on the names [83, 84] : Witten type theories are also called
cohomological due to the structure of its observables, while the Schwarz type models
are said to be quantum as a consequence of its non-triviality (classical action).

• Concerning Witten type theories [79, 85], the defining feature is that the com-
plete quantum action Sq can be written as a BRS variation, i.e.

Sq = 	sV , (3.13)
i.e. it is exact for some functional V (Φ, g) of the fields. This immediately implies

Tαβ = 	s

(
2√
−g

δV
δgαβ

)
, (3.14)

which through 4. ensures of the topological nature of the model. It is also pos-
sible to show [14] that the main property of Witten type theories (3.13), implies
exactness of the functional Z at the semiclassical level (i.e. small ℏ). Examples
of Witten theories are topological Yang-Mills and topological σ-model.

• Concerning Schwarz type theories [80, 86], the quantum action is of the form
Sq(Φ, g) = Sc(Φ) + 	sV (Φ, g) , (3.15)

where Sc(Φ) is themetric-independent classical action, while the rest comes from
gauge-fixing procedure. Metric independence of the classical action ensures that
its energy momentum tensor vanishes, and the complete one thus depends only
on gauge-fixing and gost sector as

Tαβ = 	s

(
2√
−g

δV
δgαβ

)
, (3.16)

which, again, satisfies feature 4. of a TQFT.
To the second class, i.e. Schwarz theories, belong both Chern-Simons and BF theories4,
which will be the subject of study in the next Chapters, for the case of the abelian 3D
models, described by the following classical actions

SCS =

∫
d3xϵµνρAµ∂νAρ (3.17)

SBF =

∫
d3xϵµνρBµ∂νAρ , (3.18)

4 the higher dimensional n > 3 class of non-Abelian BF theories possess some “non-standard” properties
[14].
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wheremetric independence is ensured by the presence of the Levi-Civita symbol, which
in curved spacetime is a density and comes with a metric contribution at the denomi-
nator of its tensorially-extended quantity (2.3.15) ϵµνρ(x) = ϵµνρ/

√
−g(x), which com-

pensate the integration measure d3x√−g. As a curiosity, notice that the name of the
BF theory is not an acronym, but directly comes from the aspect of the 3D theory. From
the definition of the Maxwell field strength

Fµν ≡ ∂µAν − ∂νAµ , (3.19)

the abelian classical action (3.18) is indeed written as “BF”. From (3.17) and (3.18)
one can see that both Schwarz-type Lagrangians transform under gauge the transfor-
mations

δAµ = ∂µλ ; δ′Bµ = ∂µλ
′ , (3.20)

as total derivatives

δSCS = −
∫
d3x∂µ (ϵ

µνρλ∂νAρ) (3.21)

δ′SBF = −
∫
d3x∂µ

(
ϵµνρλ′∂νAρ

)
; δSBF = 0 , (3.22)

which is a sign of the existence of a lower dimensional theory in the presence of a
boundary, as we shall see in the following Chapter.



4CHERN-S IMONS AND BF WITH BOUNDARY

The scope of this Chapter is to briefly review the physics that emerges when one in-
troduces a boundary in a TQFT in flat spacetime, and in particular to the 3D abelian
Schwarz theories discussed above : Chern-Simons and BF. The first Section 4.1 con-
cerns the abelian Chern-Simons theory with boundary and its relation to the edge
states of FQHE. This will be the first practical example of the results that one can ob-
tain by applying the QFT procedure presented in Chapter 2 to a specific model, as was
done in [87]. The theoretical observation of physical edge states on the boundary of
Chern-Simons theorywas done for the first time in 1992with a different approach [16],
and we shall see that both analysis are in agreement. The Section will thus also serve
as a testing ground for the general procedure displayed in Chapter 2 by means of a
practical example. After looking at the Chern-Simons case with boundary, in Section
4.2 we will apply the same steps to the abelian 3D BF model with boundary, following
[88], and analyzing its relation with TI, discovered in 2010.

4.1 chern-simons and the edge states of fqhe (1992)

In 1990 the low energy effective field theory of the edge states of FQHEwas derived, and
shown to describe properties of chiral Luttinger liquids [89]. Under this regard, it is
known [90, 91] that the abelian Chern-Simons theory, when coupled to matter sources
as

S = SCS + SJ = κ

∫
d3xϵµνρAµ∂νAρ +

∫
d3xJµAµ , (4.1.1)

where κ is the “coupling” constant. This is relevant in the context of planar electrody-
namics, indeed the spatial component of its EoM

δS

δAa
= −κϵ0abF0b + Ja = 0 (4.1.2)

describes Hall conductivity

Ja = σabEb = κϵ0abEb (4.1.3)

i.e. the presence of a current which is perpendicular to the usual electric fieldEb = F0b.
Inspired by this relation, two years after the discovery of the edge states of FQHE, in
1992, it was shown [16] that these Hall edge states, represented by chiral Luttinger liq-
uids, could be obtained as boundary modes of the abelian Chern-Simons model. Fol-
lowing [87] and the steps of Chapter 2, we will see how such a result can be recovered
in the context ofQFTswith boundary. The abelian Chern-Simons theory is described by
the action (3.17), where a flat planar boundary on x2 = 0 can be introduced by means
of Heaviside step distribution. Thus the action is

SCS =
κ

2

∫
d3xθ(x2)ϵµνρAµ∂νAρ . (4.1.4)

25
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Notice that the coupling constant κ could be reabsorbed by a redefinition of the gauge
field Aµ(x), however when dealing with boundaries, it can be useful to maintain it
explicit in order to keep track of the contribution of the boundary. Indeed we will see
that this will be identified with a physical quantity, namely the filling fraction ν of the
quantum Hall effect [90, 91]. The full action is given by (2.1.15), i.e.

Stot = SCS + Sgf + SJ + Sbd , (4.1.5)

where in this case the gauge-fixing, source and boundary terms are of the following
form

Sgf =

∫
d3xθ(x2)bA2 (4.1.6)

SJ =

∫
d3xθ(x2)J iAi (4.1.7)

Sbd =

∫
d3δ(x2)

(
a1
2 A

2
0 + a2A0A1 +

a3
2 A

2
1

)
. (4.1.8)

The axial gauge fixing A2 = 0 has been chosen and implemented through the EoM of
the multiplier field b(x), and where the matrix TAB in (2.1.14) has the form

T ij ≡ 1

2

(
a1 a2

a2 a3

)
, (4.1.9)

depending on the three constants a1, a2, a3. No derivatives in the boundary term
appears due to power-counting, since the gauge field has mass dimensions [Aµ] = 1.
From the EoM of the full action, through the variational principle limϵ→0

∫ ϵ
0 dx

2 EoM,
one recovers the BC of the theory, which, neglecting those that require for the gauge
field to vanish, are of the form

A0 − vA1|x2=0 = 0 , (4.1.10)

where v is a constant coefficient that depends on the bulk coupling κ and on the bound-
ary coefficient ai, i.e. v = v(κ, ai). This BC will serve as a trigger to identify the phys-
ical theory once we have built the 2D induced action. It is interesting to notice that
this same fundamental equation (4.1.10), that here comes naturally as a general BC for
the theory through Symanzik’s principle, in [16] was imposed as a gauge-fixing con-
dition. This would however raise the ambiguity of whether the results would just be
peculiar of that specific gauge choice. But physical results should not depend on the
gauge choice : what would happen if, for instance, a covariant gauge-fixing, which is of
a completely different nature, was to be considered? In [16] the gauge-fixing directly
intervene on the physical results through its equation (4.1.10), while in terms of the
QFT procedure outlined in Chapter 2 that equation naturally comes out as a BC for the
theory, while the gauge choice only simplifies the computations, without affecting the
final results. For instance, the KM algebra on the boundary of Chern-Simons theory has
been shown to exist, for flat spacetime, both in covariant [28] and axial [29] gauge. The
presence of the boundary at x2 = 0 breaks the gauge invariance, which also implies a
breaking of the Ward identity, as discussed in Section 2.2. By means of the EoM of the
theory one can thus recover the following integrated broken Ward identity∫ ∞

0
dx2∂iJ

i = −κϵ0ij∂iAj |x2=0 , (4.1.11)



4.1 chern-simons and the edge states of fqhe (1992) 27

where ϵ0ij is the 2D Levi-Civita symbol. By means of functional derivatives with re-
spect to the current, this broken identity gives an equal-time algebraic structure of the
KM type [26, 27] [

A1(X) , A1(X
′)
]
= − i

κ
∂1δ(x

1 − x′1) , (4.1.12)

where we notice that the central charge is proportional to the inverse of the coupling.
Finally, the identity (4.1.11), taken on-shell, gives a conserved current equation, which
can be solved as

ϵ0ij∂iAj |x2=0 = 0 ⇒ Ai|x2=0 = ∂iϕ . (4.1.13)
With this equation we now have all the information needed to build the 2D model at
the boundary of Chern-Simons, and we can do this by following the steps of Section
2.3 :

1. The boundary DoF are identified as the scalar field ϕ(X) in (4.1.13), and the sym-
metry preserving its definition is the shift symmetry

δsϕ = η , (4.1.14)

with η a constant.

2. Through the KM algebra, canonical variables are identified to be

q = ϕ ; p = −κ∂1ϕ . (4.1.15)

3. From 1. and 2., together with power-counting and locality, we get the following
shift-invariant action

S2D =

∫
d2X

[
−κ∂0ϕ∂1ϕ+ c (∂1ϕ)

2
]
, (4.1.16)

for which the matching between the BC (4.1.10) and its EoM as ∂1BC = EoM
gives a constraint on the free parameter c to be

c = κv , (4.1.17)

where v depends on the parameters ai of the boundary action Sbd (4.1.8).

The 2D induced theory is thus described by the action

S2D = κ

∫
d2X

[
−∂0ϕ∂1ϕ+ v (∂1ϕ)

2
]
, (4.1.18)

where the EoM is
δS2D
δϕ

= ∂0∂1ϕ− v∂1∂1ϕ = 0 . (4.1.19)

The phenomenology

What’s the physics described by this boundary theory? One can notice that the BC
(4.1.10), written in terms of the boundary scalar field ϕ(x) through the solution (4.1.13)
is

∂0ϕ+ v∂1ϕ = 0 , (4.1.20)
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which describe a scalar field (boson), that is chiral, i.e. satisfy

ϕ(x0, x1) = ϕ(x1 − vx0) . (4.1.21)

The BC (4.1.13), which is not imposed, as we said, plays a very important role in the
identification of the nature of the edge DoF. Experimentally indeed, the edge states of
the FQHE and of TI are fermionic, while the corresponding bulk theories are completely
bosonic, being described in terms of gauge fields. But the BC have been recognized to
be the conditions for the fermionization of bosonic DoF [12, 92, 93]. The scalar bosonic
degree of freedom (4.1.21) found on the 2D boundary represents a chiralWeyl fermion.
Indeed in Weyl fermion theory all local operators are of this form (4.1.21), and accord-
ing to the fermion-boson correspondence [92, 94] one can associate a density operator
ρ(X) to the Weyl fermions ψ(X) as

ρ =: ψ†ψ : , (4.1.22)

which can be written as a chiral boson as

ρ =
1

2π
∂1ϕ . (4.1.23)

In these terms the boundary EoM (4.1.19) appears as a wave equation

∂0ρ− v∂1ρ = 0 , (4.1.24)

where the density ρ(x) propagates along the boundary with constant velocity v. This
corresponds to Tomonaga-Luttinger theory, whose action coincides to the 2D one we
found (4.1.18) induced by the bulk Chern-Simons theory. The density ρ(x) is known
to satisfy [16] a commutation relation of the KM type[

ρ(x) , ρ(x′)
]
=

ν

4π
∂1δ(x− x′) , (4.1.25)

where ν is the filling factor of the FQHE. This algebra is exactly the one recovered in
(4.1.12) from the broken Ward identity (4.1.11), since from (4.1.13) and (4.1.23) we
have that ρ ∝ ∂1ϕ ∝ A1|x2=0. This finally allows to identify the coupling κ of Chern-
Simons theory with a physical quantity, i.e. the filling factor ν, as

κ =
1

4πν
. (4.1.26)

4.2 the 3d bf model and topological insulators (2010)

Many years after the first studies on the quantum Hall effect and its edge states, a new
kind of topological phase of matter was observed : Topological Insulators [21, 22, 24,
95]. These newmaterials belong to the category of Hall systems, and are distinguished
by the fact that their bulk is invariant under time-reversal (T ) transformation, and
so are its edge modes, which are characterized by spin currents. This gave them the
name of QSH systems. Indeed, while for standard Hall systems the presence of a time-
reversal breaking magnetic field is necessary, in the case of the QSH the edge states
are protected by that symmetry, and a manifestation of a spin-orbit interaction [22].
Following this discovery, a natural question raised as to whether edge states of QSH
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systems could emerge from a TQFT with boundary, as it happened for the FQHE and
Chern-Simons. In 2010 the answer arrived, and it was shown [34] that the edge states
of three- and four-dimensional topological insulators could be related to the three- and
four-dimensional BF models with boundary respectively. We remind that this is the
other TQFT of Schwarz type, which in the abelian 3D case is represented by the classical
action (3.18). Indeed one can see that the bulk BF theory, compared to the Chern-
Simons one, has the additional property of being invariant under time-reversal. In fact
defining the Time-Reversal transformation T to act on coordinates as

T x0 = −x0 ; T x1 = x1 ; T x2 = x2 , (4.2.1)
the 3D BF action (3.18) is invariant for fields that transform as follows

T A0 = A0 ; T A1,2 = −A1,2 ; T B0 = −B0 ; T B1,2 = B1,2 . (4.2.2)
According to this the gauge field Aµ(x) transforms as an electromagnetic potential,
while Bµ(x) as a spin current, remarking the physical relation with QSH. This invari-
ance can also be transposed to the boundary states, thus mirroring the characteristic of
topological insulators. In this Section we will review the 3D case that was studied as
a QFT with boundary in [88]. This will serve as a starting point for the original work
presented in the next Chapter.
The full action of the model with boundary is

Stot = SBF + Sgf + SJ + Sbd , (4.2.3)
composed of the following bulk, gauge-fixing, source and boundary terms

SBF = κ

∫
d3xθ(x2)ϵµνρBµ∂νAρ (4.2.4)

Sgf =

∫
d3xθ(x2) (bA2 + dB2) (4.2.5)

SJ =

∫
d3xθ(x2)

(
J iAi +KiBi

) (4.2.6)

Sbd =

∫
d3δ(x2)

(
a1
2 AiA

i + a2
2 BiB

i + a3AiB
i
)
, (4.2.7)

where again a flat boundary at x2 = 0 has been introduced through a theta term
θ(x2), an axial gauge fixing has been chosen for both Aµ(x) and Bµ(x) gauge fields,
and a covariant boundary term has been defined in (4.2.7). Notice that here a Lorentz-
invariant boundary term has been chosen, and a particular combination of the coeffi-
cients (a3 = 0) allows for it to be invariant under the time-reversal T transformation
defined in (4.2.1) and (4.2.2), thus mimicking the property of the bulk. This reflects
on the boundary and the BC, which, excluding Dirichlet solutions, give

a1A
i − ϵ0ijBj = 0 , (4.2.8)

for a1a2 = κ − 1, and a3 = 0. The presence of the boundary implies a breaking of the
Ward identity, one for each field, giving the following integrated quantities∫ ∞

0
dx2∂iJ

i = −κϵ0ij∂iBj |x2=0 (4.2.9)∫ ∞

0
dx2∂iK

i = −κϵ0ij∂iAj |x2=0 . (4.2.10)
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Going on-shell (i.e. at vanishing external sources K = J = 0) in (4.2.9) and (4.2.10)
one can also recover the boundary DoF to be two scalar fields

ϵ0ij∂iBj |x2=0 = 0 ⇒ Bj |x2=0 = ∂jζ (4.2.11)
ϵ0ij∂iAj |x2=0 = 0 ⇒ Aj |x2=0 = ∂jΛ . (4.2.12)

A semidirect sum of KM algebras can be finally derived by applying functional deriv-
atives with respect to the currents in the broken identities (4.2.9) and (4.2.10). For
instance differentiating (4.2.9) with respect to J j(x′) one gets, at equal time,

[
B1(X) , A1(X

′)
]
=
i

κ
δ(x1 − x′1) , (4.2.13)

which can be interpreted as a canonical commutation relation for the boundary scalar
fields, thus identifying the canonical variables to be

q = κζ ; p = ∂1Λ . (4.2.14)

The induced 2D shift-invariant action compatible with the canonical variables identi-
fied in (4.2.14) and whose EoM matches the Time-Reversal-invariant BC (4.2.8) of the
bulk is the following

S2D = κ

∫
d2X

[
∂0ζ∂1Λ +

1

2a1
(∂1ζ)

2 +
a1
2
(∂1Λ)

2

]
. (4.2.15)

Notice that it seems that starting with a covariant boundary action Sbd (4.2.7) leads to
a 2D action that shows a strong-weak coupling duality i.e. ζ ↔ Λ , a1 ↔ 1

a1
, and the

EoM can be understood as the continuity equations for fluids,

∂0ρi + vi∂1ρi = 0 , (4.2.16)

with i = 1, 2, v1 ≡ 1
a1
, v2 ≡ a1, and densities ρ1 ≡ ∂1ζ, ρ2 ≡ ∂1Λ. This does not

represent a time-reversal invariant current, which is described by chiral bosonsmoving
at equal and opposite velocities. This property is however recovered if a1 = 1, for
which

∂0ρ± ± ∂1ρ± = 0 , (4.2.17)
where ρ± ≡ ∂1 (ζ ± Λ), which describes bosonsmoving at the speed of light in opposite
directions. We will see in the next Chapter, and in particular in Section 5.2, that by
considering a non-covariant boundary action Sbd (4.2.7), we will be able to recover
finite values for the velocities.
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We have just seen that, all measurable quantities related to edge states of Hall systems,
like for instance filling factors ν and chiral velocities of the edge modes v, have been
obtained for flat bulk manifolds, with planar, or radial (in the case of Chern-Simons
on a disk [90] for instance) boundary. However experiments are pushing theoreti-
cal investigations, since recently accelerated chiral bosons have been observed on the
edge of some particular Hall systems [48], which cannot be explained by the usual flat
Chern-Simons with boundary paradigm (TQFT on flat spacetime with planar bound-
ary), which unavoidably yields constant edge velocities, as we have shown in Chapter
4. The standard approach to deal with these cases is phenomenological, and basically
consists in adding a suitable potential to the 2D Luttinger action, in order to repro-
duce time-dependent velocities [96–100]. The price of this way of solving the problem
is that the whole “holographic” construction of finding the right lower dimensional
action without any ad hoc extension fails. Similar experimental evidence is currently
sought in the other relevant topological state of matter, i.e. the topological insulators.
In all the cases we mentioned above, the lower dimensional edge dynamics depends
on the bulk only through its parameters, and the details of the bulk manifold are some-
how hidden by the particular flat choice. But is there any hidden dependence of the
boundary physics on the bulkmanifold? It appears interesting and reasonable to ask if,
how and where the details of the metric reveal themselves in the edge observables, to
see which are the quantities depending on the bulkmetric and, maybe evenmore inter-
estingly, which are the physical quantities really universal, or topologically protected.
Thus the aim of this Chapter is to investigate an alternative approach to reproduce
accelerated edge modes in Hall systems without the need of adding any empirical po-
tential, while keeping the holographic construction intact. It consists in considering
the bulk theory on a generic, rather that flat, background manifold. While the topo-
logical invariant action of course does not depend on the particular spacetime metric,
Symanzik’s boundary term and the boundary itself certainly do, and it is an interesting
issue to find out if, how and where this metric dependence reflects on the holographic
2D theory and, more interestingly, on physical observables. The holographic 2D theory
induced on the boundary of the abelian Chern-Simons theory is the Floreanini-Jackiw
action [101], describing edge modes moving with constant chiral velocities, which are
indeed observed [102]. The velocity of the edge excitations is the main observable of
both Hall systems and TI. We will see that a remnant of the bulk metric remains on
these most relevant physical observables, i.e. the chiral velocity of the edge modes,
which will become local. In other words, the edge modes of the Hall systems, when
described by a TQFT built on a generic manifold, are accelerated and, moreover, the
velocities also depend on the position of the quasiparticle on the boundary, not only
on time. The dependence on the bulk metric manifests only through the determinant
of the induced metric on the boundary, hence it is mild, as one might expect due to the
topological character of the bulk theory. Still, the local effects are reproduced, without
any empirical modification of the 2D holographic Luttinger theory.
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The Chapter is composed of two main Sections, each concerning the effect of a curved
spacetime in one of the two abelian Schwarz TQFT with boundary : Chern-Simons the-
ory in Section 5.1, and the 3D BF model in Section 5.2.

5.1 edge states of chern-simons theory

The present Section, which concenrns the Chern-Simons model in curved spacetime
with boundary, is organized as follows

5.1.1 Chern-Simons with boundary at r = R . . . . . . . . . . . . . . . 32
5.1.2 2D boundary theory . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.1.3 Holographic contact . . . . . . . . . . . . . . . . . . . . . . . . . . 41
5.1.4 Summary of results and discussion . . . . . . . . . . . . . . . . . . 43

In particular in Section 5.1.1 the Chern-Simons theory on a cylindrical spacetimeR×D,
in a not necessarily flat, Lorentzian background is introduced, and the EoM, together
with the most general BC are derived. We find theWard identity, broken by the bound-
ary, and we study the existence of a KM algebra, with constant and positive central
charge. In Section 5.1.2we derive the 2D theory, holographically induced on the bound-
ary of the 3D Chern-Simons theory. The holographic contact is imposed, which re-
lates the parameters of the edge theory to the bulk ones. The dependence on the bulk
through the induced metric on the boundary is discussed. Our concluding remarks
are summarized in Section 5.1.4.

5.1.1 Chern-Simons with boundary at r = R

It is convenient, in this first approach, to work in Gaussian Normal Coordinates (GNC),
where the line element takes the form

ds2 = gµν(x)dx
µdxν = dr2 + γij(x)dX

idXj . (5.1.1)

The adoption of theGNC is particularly useful for calculations inwhich one is given a hy-
persurface ∂M, i.e. a (d−1)-dimensional embedded submanifold of the d-dimensional
manifold M [103]. In the case treated here, being M diffeomorphic to a cylinder
M ≃ R × D, this choice is the most natural one, since it immediately provides the
induced metric on the boundary. The GNC are characterized by the presence of one
coordinate (the one normal to the hypersurface, in our case r) such that grr = 1 and
the off-diagonal terms vanish : grt = grθ = 0 [104]. These are three extra conditions
which might be seen as “gauge conditions” on the metric [105, 106], corresponding to
the threefold coordinate freedom xµ → x′ µ = x′ µ(x). Simple examples of GNC are the
Cartesian coordinates on Minkowski space, or polar coordinates in Euclidean 2 and
3-space, or the Robertson-Walker coordinates used in cosmology [105]. Using these
coordinates, the determinant of the induced metric on the boundary

γij(X) =
∂xµ

∂Xi

∂xν

∂Xj
gµν(x) , (5.1.2)
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is [105] √
−γ =

√
−g , (5.1.3)

which, in particular, holds on the boundary r = R. Lastly, in curved spacetime the
Heaviside step distribution is a scalar, and its derivative, as in flat spacetime, is (see
Appendix A.1)

∇µθ(R− r) = −δrµδ(R− r) . (5.1.4)

The action

We consider the abelian 3D Chern-Simons theory on a cylindrical spacetime R × D,
where the model is confined to the closed subspace 0 ≤ r ≤ R. This is achieved by
introducing a Heaviside step distribution θ(R − r) in the action. The Chern-Simons
bulk term is then

Sbulk =
κ

2

∫
d3x θ(R− r) ϵ̃µνρ Aµ∂νAρ . (5.1.5)

We remark that although the coupling constant κ could be reabsorbed by a redefinition
of the fields, it is useful to leave it explicit, in order to keep track of the contributions of
the bulk theory to the physics of the boundary. Moreover, since the Chern-Simons the-
ory, being topological, has vanishing energy momentum tensor, there is no constraint
on the sign of κ from requiring a positive energy density. Still, κ should be a positive
constant, as we shall see later. The gauge fixing term is chosen to be

Sgf =

∫
d3x

√
−g θ(R− r) b nµAµ , (5.1.6)

where nµ = (0, 1, 0) is a unit vector. The field b(x) is the Nakanishi-Lautrup Lagrange
multiplier [107, 108] which implements the radial gauge choice

δS

δb
= nµAµ = Ar = 0 . (5.1.7)

The choice of the radial gauge-fixing Ar = 0 is analogous to the choice of the GNC
(5.1.1). Both are the most convenient choices in presence of the boundary r = R : the
latter on the metric gµν(x) and corresponds to the reparametrization invariance, the
former on the gauge field Aµ(x) and comes from gauge invariance. Both transforma-
tions (ordinary gauge symmetry and diffeomorphism invariance) are broken by the
boundary, and physical results should not depend on them [28, 29].External sources
are coupled to the Aµ(x) field, through the term

Sext =

∫
d3x

√
−g θ(R− r) JµAµ . (5.1.8)

In addition, the presence of a boundary induces an extra term in the action, as themost
general boundary term compatible with power counting:

Sbd =

∫
d3x

√
−g δ(r −R)

1

2
T ijAiAj , (5.1.9)

where T ij = T ji is a symmetric matrix. Notice that in a curved spacetime all the coeffi-
cients appearing in the action may depend on the metric, which is dimensionless, and
hence on the coordinates, but only through the metric. In particular, T ij in Sbd might
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depend implicitly on the coordinates T ij = T ij(γ(X)), where γ(X) is the induced
metric. An explicit dependence of T ij on the coordinates “outside” the inducedmetric
(T ij = T ij(γ(X);X)) is forbidden, since in the flat limit T ij should reduce to a constant
symmetric matrix : T ij(γ(X))

∣∣
γij=ηij

= T ij . A similar boundary term appears also in
[109] for Chern-Simons theory. In both cases, the main reason is to provide, by means
of the modified equations of motion, the most general BC which need to be fixed. The
introduction of such a local functional allows to introduce the BC in a systematic way
bymeans of a variational principle, and not by hand, the boundary termmust only sat-
isfy the general requirements of power counting and locality. Gauge invariance and/or
residual 2D covariance must not be required on it, otherwise, one would not recover
the boundary dynamics which characterizes TQFT (see for instance [109], where the
prescription of introducing a non covariant boundary term ∝

∫
∂Y TrA1A2 is adopted

in order to get consistent BC). Finally, the total action of the theory, considering the
bulk, gauge-fixing, external source and boundary terms, is

S = Sbulk + Sgf + Sext + Sbd . (5.1.10)

Equations of motion and boundary conditions

From the action S (5.1.10) we get the EoM

δS

δAλ
= θ(R−r)

(
κϵλµν∂µAν + b nλ + Jλ

)
+δ(R−r)δλj

(κ
2
ϵi1j + T ij

)
Ai = 0 . (5.1.11)

Applying the operator limϵ→R

∫ R
ϵ dr to the EoM (5.1.11), the following BC can be derived(
κ

2

ϵ̃1ij√
−g

+ T ij
)
Aj

∣∣∣∣
r=R

= 0 . (5.1.12)

In a more compact way, the BC can be written in matricial form

M ijAj = 0 , (5.1.13)

where
M =

(
c1 c2 − κ̃

c2 + κ̃ c3

)
, (5.1.14)

having defined
c1 ≡ T 00 ; c2 ≡ T 02 = T 20 ; c3 ≡ T 22 (5.1.15)

and
κ̃ ≡ κ

2

ϵ̃012√
−g

. (5.1.16)

Even though in (5.1.16) the value of the 012-component of the Levi-Civita symbol is
ϵ̃012 = 1, we choose to keep it explicit, to enhance the fact that κ̃(X) is a scalar, and not
a scalar density, as it would appear by hiding ϵ̃012. The most general solution of the BC
(5.1.13) which does not involve vanishing components of the gauge field is

At + vAθ = 0 , (5.1.17)

where the coefficient v(X) in (5.1.17) must be different from zero and is not constant,
since it depends on the parameters appearing in the action S (5.1.10) according to the
following relations
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• if c1 = 0 ; c2 = κ̃ ; c3 ̸= 0

2κ̃At + c3Aθ = 0 ⇒ v =
c3
2κ̃

; (5.1.18)

• if c1 ̸= 0 ; c2 = −κ̃ ; c3 = 0

c1At − 2κ̃Aθ = 0 ⇒ v = −2κ̃

c1
; (5.1.19)

• if c1 ̸= 0 ; c2 ̸= ±κ̃ ; c3 ̸= 0 ; c1c3 − c22 + κ̃2 = 0
c1At + (c2 − κ̃)Aθ = 0 ⇒ v = c2−κ̃

c1

or
(c2 + κ̃)At + c3Aθ = 0 ⇒ v = c3

c2+κ̃
.

(5.1.20)

The parameter v appearing in the BC (5.1.17) depends on ci (5.1.15), which are the
components of the boundary parameter T ij appearing in Sbd (5.1.9), and on κ̃ (5.1.16).
Hence, v may depend on the coordinates through the induced metric γij and on its
determinant γ (which in GNC is equal to g). No explicit dependence on the coordi-
natesX = {t, θ} is possible because, as we said, in the flat limit T ij should be constant.
The BC (5.1.17) is of the same type of that derived in [110] by an action principle, in
analogy to our approach. The difference is that in [110] the analogue of the matrix
T ij is constant, which can be obtained after a rescaling by √

−g. As a consequence,
the parameter v appearing in the BC in [110] is constant. In other words, it is always
possible to rescale v to a constant by means of a coordinate choice. The main goal of
this Section, as we shall see, is that we will be able to relate the parameter v to a mea-
surable quantity, which is the velocity of the chiral edge modes. For this reason we do
not rescale v to an arbitrary constant value, but we let v to be determined by a phenom-
enological input. It is important not to rescale v to a constant value in order to be able
to account for accelerated chiral bosons on the edge of certain Hall systems, which are
not explained by a constant v. This is an important point, which concerns two differ-
ent perspectives. Our approach is the same to the abelian Chern-Simons description
of the Hall systems. From a pure field theoretical point of view, abelian Chern-Simons
model is a free theory, with no coupling constant, for the simple reason that it can be
reabsorbed by a rescaling of the gauge field. It is only the nonabelian extension of
Chern-Simons theory which displays a true coupling constant. In condensed matter
theory the perspective is different, somehow opposite. The coupling constants are not
rescaled by field redefinitions, but are fixed by external phenomenological inputs. This
reflects even in a different terminology. For instance, the abelian Chern-Simons “cou-
pling constant”, which is oxymoric in field theory, is often called “Chern-Simons level”
by a condensed matter-oriented reader, because it is fixed by its relation to the filling
factor of Landau levels : κ = 1

2πν . In curved spacetime the metric plays the role of a dy-
namical field, which we treat exactly in the same way : we do not rescale the metric by
choosing a particular coordinates set, but we let the parameter v to be constrained by
the observed chiral velocities of the edge modes. We have seen that v depends on the
induced metric and its determinant, and hence we relate the induced metric (which
depends on the bulk metric of Chern-Simons theory) to an observable quantity. And
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this is the only way, so far, to take into account the observed accelerated chiral veloc-
ities, which are not explained by a flat background of Chern-Simons theory alone. If
we were not interested in a phenomenological interpretation of our model, we would
rescale κ to one and v to whatever value, including zero, which would correspond to
a Dirichlet condition on one component of the gauge field.

Ward identity

The covariant derivative of the EoM (5.1.11) is

∇λ
δS

δAλ
= θ(R− r)

[
κϵλµν∇λ∇µAν +∇λ

(
b nλ

)
+∇λJ

λ
]
−

− δ(R− r)
(
κϵ1kj∂kAj + b+ Jr

)
= 0 ,

(5.1.21)

where the BC (5.1.12) have been used to cancel the δ(R−r) term on the r.h.s. of (5.1.11).
Noting that

ϵµνρ∇µ∇νAρ = 0 , (5.1.22)
we find

θ(R− r)∇λ

(
b nλ + Jλ

)
− δ(R− r)

(
κϵ1kj∂kAj + b+ Jr

)
= 0 . (5.1.23)

Keeping in mind that the covariant divergence is

∇µV
µ =

1√
−g

∂µ
(
V µ√−g

)
; ∇kV

k =
1√
−g

∂k

(
V k√−g

)
, (5.1.24)

where we used (5.1.3) in the second identity, multiplying (5.1.23) by √
−g and inte-

grating along the coordinate normal to the boundary, we get5

0 =

∫ ∞

0
dr
{
θ(R− r)

[
∂r(b

√
−g) + ∂λ

(
Jλ

√
−g
)]

− δ(R− r)
(
κϵ̃1kj∂kAj

)}
−

−
∫ ∞

0
dr δ(R− r)

[
(b+ Jr)

√
−g
]

=

∫ ∞

0
dr
[
θ(R− r)∂k

(
Jk

√
−g
)
− δ(R− r)κϵ̃1kj∂kAj

]
−
[
(b+ Jr)

√
−g
]
r=0

=

∫ ∞

0
dr

√
−g
[
θ(R− r)∇kJ

k − δ(R− r)κϵ1kj∂kAj

]
, (5.1.25)

where we integrated by parts and used the fact that, evaluating the EoM (5.1.11) for
λ = r and then going at r = 0, we have [b(x) + Jr(x)]r=0 = 0. In fact, (5.1.11) at r = 0

(λ = r) reads [
b+ Jr − 2κ̃

(
∂θAt − ∂tAθ

)]
r=0

= 0 , (5.1.26)
and we notice that Aθ(x) necessarily vanishes at r = 0, together with its time deriva-
tives, whileAt(x), which in principle might not vanish at r = 0, at the origin must have
vanishing angular derivatives, in order to be well defined, hence the result. Therefore,
the contribution involving the Lagrange multiplier and Jr cancel out, leaving only∫ R

0
dr

√
−g∇kJ

k = κϵ̃1kj∂kAj

∣∣∣
r=R

. (5.1.27)

5 Notice that in general for an integration along r we should use the invariant measure√grr dr in order to
preserve the transformation properties under diffeomorphisms, but grr = 1 in GNG (5.1.1).
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Eq.(5.1.27) is the Ward identity of the theory, broken at its r.h.s. by the presence of the
boundary, which is crucial for the determination of the boundary algebra and of the
2D theory holographically induced on the boundary. Notice that it holds for any bulk
metric, and it is simply the curved extension of its flat counterpart (4.1.11) [87]. From
(5.1.27), at vanishing external sources Jk(x) = 0 (i.e. going on-shell), we find

ϵ1kj∂kAj

∣∣∣
r=R;J=0

= 0 , (5.1.28)

which describes a conserved current on the closed boundary r = R, whose most gen-
eral solution is [111, 112]

Ai(X) = ∂iΦ(X) + δi2 C , (5.1.29)
where C is a constant (which we will show shortly being equal to zero), and Φ(X) is a
scalar field that will play the role of DoF of the 2D boundary theory. The components
of the gauge field on the boundary are then

At(t, θ) = ∂tΦ(t, θ) ; Aθ(t, θ) = ∂θΦ(t, θ) + C . (5.1.30)

Since we are considering a closed boundary, we also have to impose periodicity condi-
tions on the fields :

Ai(t, θ) = Ai(t, θ + 2π) ⇒ Φ(t, θ) = Φ(t, θ + 2π) . (5.1.31)

The value of the constant C in (5.1.29) is found by applying the mean value theorem
for holomorphic functions, which states that if f is analytic in a region D, and a ∈ D,
then f(a) = 1

2π

∮
C(a) f , where C(a) is a circle centered in a. In our case (3D) taking for

C the circular boundary r = R centered at r = 0 allows us to write∮
ring R

Aθ(x) =������
Φ(t, θ)|θ=2π

θ=0 + 2π C , (5.1.32)

where we used the periodicity condition of the boundary field Φ(X) (5.1.31). This is
the value of the bulk field at the center of the ring, and using the fact that Aθ(t, r =

0, θ) = 0, we finally get
C = 0 . (5.1.33)

Algebra

The generating functional of the connected Green functions Zc[J ] is defined, as usual,
in the following way

eiZc[J ] =

∫
[dA][db] eiS[A,b;J ] , (5.1.34)

where S is the total action (5.1.10). From (5.1.34) we get the 1- and 2-points Green
functions

δZc[J ]

δJ i(x)

∣∣∣∣
J=0

= ⟨Ai(x)⟩

δ(2)Zc[J ]

δJ i(x)δJ j(x′)

∣∣∣∣∣
J=0

≡∆ij(x, x
′) = i⟨T (Ai(x)Aj(x′))⟩ ,

(5.1.35)

(5.1.36)

where the time-ordered product is defined as

⟨T (Aj(x)Al(x′))⟩ ≡ θ(t− t′)⟨Aj(x)Al(x′)⟩+ θ(t′ − t)⟨Al(x′)Aj(x)⟩ . (5.1.37)
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The algebra is obtained by making the functional derivative with respect to J l(x′) of
the Ward identity (5.1.27), and then going on-shell, i.e putting J = 0 :

δ

δJ l(x′)

∫ R

0
dr

√
−g ∇k J

k(x) = κ ϵ̃1kj ∂k
δ(2)Zc

δJ l(x′)δJ j(x)

∣∣∣∣∣
r=R;J=0

. (5.1.38)

Therefore the first step is to compute

δ

δJ l(x′)
∇kJ

k(x) =
δ

δJ l(x′)

[
1√
−g

∂k

(
Jk

√
−g
)]

=
1√
−g

∂lδ̃
(3)(x− x′) , (5.1.39)

where we used the relation (A.1.1) betweeen the scalar and density delta function and
the fact of working in GNC (5.1.3). Using (5.1.39) on the l.h.s. of (5.1.38), we obtain

∂lδ̃
(2)(X −X ′) = iκ ϵ̃1kj∂k⟨T (Aj(x)Al(x′))⟩

∣∣∣
r=R

. (5.1.40)

To write this we used the fact that for any r′ ≤ R we have ∫ R0 dr δ̃(r − r′) = 1, in fact,
since by definition δ̃(r − r′) ≡ −∂rθ(r′ − r):∫ R

0
dr ∂rθ(r

′ − r)f(r) =

∫ R

0

{
∂r
[
θ(r′ − r)f(r)

]
− θ(r′ − r)∂rf(r)

}
= θ(r′ − r)f(r)

∣∣R
0
−
∫ R

0
dr θ(r′ − r)∂rf(r) (5.1.41)

=

{
f(R)− f(0)−

∫ R
0 dr ∂rf(r) = 0 if r′ > R

0− f(0)−
∫ r′
0 dr ∂rf(r) = −f(r′) if r′ ≤ R .

Choosing l = θ in (5.1.40) we have :

∂θ δ̃
(2)(X −X ′) = iκϵ̃1kj∂k

[
θ(t− t′)⟨Aj(X)Aθ(X

′)⟩+ θ(t′ − t)⟨Aθ(X ′)Aj(X)⟩
]

= iκϵ̃102
(
∂tθ(t− t′)

) (
⟨Aθ(X)Aθ(X

′)⟩ − ⟨Aθ(X ′)Aθ(X)⟩
) (5.1.42)

+ κϵ̃1kj
[
iθ(t− t′)⟨XXXXX∂kAj(X)Aθ(X

′)⟩+ iθ(t′ − t)⟨Aθ(X ′)
XXXXX∂kAj(X)⟩

]
,

where we used the on-shell condition (5.1.28). By defining[
Aj(X), Aθ(X

′)
]
≡ ⟨Aj(X)Aθ(X

′)⟩ − ⟨Aθ(X ′)Aj(X)⟩ , (5.1.43)

we get
∂θ δ̃

(2)(X −X ′) = −iκϵ̃012∂tθ(t− t′)
[
Aθ(X), Aθ(X

′)
]
. (5.1.44)

Finally, integrating over time we find the equal time commutator

ϵ̃012
[
Aθ(X), Aθ(X

′)
]∣∣
t=t′

=
i

κ
∂θ δ̃(θ − θ′) , (5.1.45)

By applying the same procedure to the case l = t of (5.1.40), we find the equal time
commutator [

Aθ(X), At(X
′)
]∣∣
t=t′

= 0 . (5.1.46)
Eq.(5.1.45) represents an abelian KM algebra identical to the one found in the case of
Chern-Simons theory with planar boundary in flat space (4.1.12). We see that the
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existence of a KM algebra and its central charge depends neither on the bulk metric nor
on the details of the boundary. The central charge

c =
1

κ
(5.1.47)

must be positive (for the unitarity of the associated CFT [73, 74]), and for this reason
the coupling constant of the Chern-Simons theory has to be positive as well

κ > 0 . (5.1.48)

Notice that this algebraic method is the only way to determine the sign of the Chern-
Simons coupling constant, since this theory, being topological, has vanishing stress-
energy tensor, and hence the usual argument based on the positivity of the energy
density cannot be applied here.

5.1.2 2D boundary theory

The 2D action

In Section 5.1.1, we identified the solution of the conserved current equation (5.1.28) as
the boundary DoF. This will allow us to find the 2D dynamics on the boundary, in fact
we can express the equal time commutation relation (5.1.45) in terms of the boundary
field Φ(X), by using (5.1.30)

[∂θΦ(X), ϵ̃012∂θ′Φ(X
′)] = i

1

κ
∂θ δ̃(θ − θ′) , (5.1.49)

which, rewritten as
[Φ(X), κϵ̃012∂θ′Φ(X

′)] = i δ̃(θ − θ′) , (5.1.50)
can be interpreted as a canonical commutation relation in curved spacetime

[q(t, x), p(t, x′)] = i δ̃(x− x′) , (5.1.51)

with p(t, x) a density [105], provided that we match the canonical variables of the 2D
theory as follows

q(X) ≡ Φ(X) ; p(X) ≡ ϵ̃012κ∂θΦ(X) . (5.1.52)
Here again, the presence of the ϵ̃012 factor in (5.1.52) is of great importance, since it
makes p(X) a scalar density, according to the standarddefinition [113]. Once identified
the canonical variables, we can begin the search for the induced boundary theory, by
writing the most general Lagrangian compatible with power counting. Noting that the
scalar field has vanishing mass dimension, we find

L2D =
√
−γ (aij∂iΦ∂jΦ+ bi∂iΦ+ c) , (5.1.53)

where the coefficients aij , bi, c

1. must be tensor quantities, i.e. symmetric tensor of rank (2,0), contravariant vector
and scalar respectively, in order that the Lagrangian (5.1.53) is a scalar density ;

2. must have mass dimension 0, 1 and 2, respectively ;
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3. may depend on the scalar field Φ(X), the metric γij(X) and/or its determinant
γ(X) (but not on their derivatives), since in 2D the scalar field Φ(X), like the
metric, is dimensionless, and thus the power counting is preserved. In other
terms, the 2D action (5.1.53) is written as a derivative expansion.

We also notice that the scalar field Φ(X) is defined by means of (5.1.30) up to a shift
transformation

δshiftΦ = α , (5.1.54)
with α constant, which implies that the action

S2D =

∫
d2X L2D (5.1.55)

describing the boundary theory should possess the same symmetry as well, i.e.

δshiftS2D = 0 . (5.1.56)

An immediate consequence of the shift symmetry (5.1.56) is that aij and c must be
constant with respect to Φ. For what concerns bi, it is easily seen that it may admit a
linear dependence on the scalar field. In fact, if bi = bi1 + bi2Φ, where bi1 and bi2 do not
depend on Φ, but may depend on the induced metric γij and on its determinant γ, we
have that

δshift

∫
d2X

√
−γ bi∂iΦ =

∫
d2X

√
−γ ∂b

i

∂Φ
α∂iΦ = α

∫
d2X

√
−γ ∇i

(
∂bi

∂Φ
Φ

)
,

(5.1.57)
which is a vanishing boundary term. Therefore, the corresponding term in the 2D
Lagrangian (5.1.53) does not contribute, being a boundary term as well.∫
d2X

√
−γ bi∂iΦ =

∫
d2X

√
−γ (bi1∂iΦ+ bi2Φ∂iΦ) =

∫
d2X

√
−γ ∇i(b

i
1Φ+ 1

2b
i
2Φ

2) .

(5.1.58)
The most general 2D action satisfying the shift symmetry is

S2D =

∫
d2X

√
−γ (aij∂iΦ∂jΦ+ c)

=

∫
d2X

√
−γ (a0∂tΦ∂tΦ+ 2a1∂tΦ∂θΦ+ a2∂θΦ∂θΦ+ c) ,

(5.1.59)

where a0 ≡ a00, a1 ≡ a02 and a2 ≡ a22. The last term does not contribute to the equa-
tions of motion of the scalar field Φ and will be omitted. The most general dependence
of the dimensionless aij on the induced metric γij is

aij = αij(γ) + β(γ) γij , (5.1.60)

where αij(γ) and β(γ) may depend at most on the metric determinant. What is left
now is to verify under which conditions the Lagrangian L2D is compatible with the
canonical variables identified from the KM algebra through (5.1.52). This is reached by
requiring

∂L2D

∂q̇
= p = ϵ̃012κ∂θΦ . (5.1.61)
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The l.h.s. of (5.1.61) is
∂L2D

∂q̇
=

∂L2D

∂(∂tΦ)
=

√
−γ(2a0∂tΦ+ 2a1∂θΦ) , (5.1.62)

therefore we must ask

a0 = 0 ; a1 = κ̃ (a2 free) , (5.1.63)

where κ̃ is the scalar function related to the Chern-Simons coupling constant through
(5.1.16). Eq.(5.1.63) represents a constraint on themetric dependence of aij in (5.1.60),
in fact it must be

0 = a0 = a00 = α00 + β γ00

κ̃ = a1 = a02 = α02 + β γ02 .

(5.1.64)
(5.1.65)

Since we do not want to impose any unnecessary condition on the components of the
induced metric γij , that leads to the request

β = 0 , (5.1.66)

therefore
a2 = a22 = α22(γ) , (5.1.67)

which means that a2 is a free parameter depending at most on the metric determinant :
a2 = a2(γ). Hence, up to terms which do not contribute to the equation of motion of
the scalar field Φ(X), the action S2D (5.1.55) is

S2D =

∫
d2X

√
−γ (κ̃∂tΦ+ a2∂θΦ) ∂θΦ . (5.1.68)

5.1.3 Holographic contact

From the action S2D (5.1.68) we get the following EoM

∂θ

(
∂tΦ+

a2
κ̃
∂θΦ

)
= 0 , (5.1.69)

where we divided by the Chern-Simons coupling constant κ. Our task is now to find
under which conditions the BC (5.1.17), written in terms of the boundary field Φ(X)

by means of (5.1.30) (with C = 0 (5.1.33))

∂tΦ+ v ∂θΦ = 0 , (5.1.70)

can be related to the EoM (5.1.69). The BC (5.1.70) is the equation of a chiral boson
whose velocity v, defined by (5.1.17), may depend on the induced metric γij through
the coefficients T ij appearing inSbd (5.1.9). We recover here the physical interpretation
of the parameter v appearing in the BC (5.1.17) as the chiral velocity of the edge modes
living on the boundary of Chern-Simons theory, which are known, in the framework of
FQHE, to be measurable quantities. In most Hall systems, the observed chiral velocity
is constant, and this is achieved by a Chern-Simons theory built on a flat 3D space-
time with planar boundary [87]. The novelty we are finding here, is that v is now a
local quantity, in particular depending on time, which is a consequence of considering
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the Chern-Simons theory on a curved, instead of flat, spacetime. This corresponds to
accelerated edge chiral bosons, which have been indeed recently observed, and which
cannot be explained by putting a boundary on a flat background. The fact that v is
a phenomenological parameter requires that it should be determined by experimen-
tal inputs, hence, as stressed at the beginning of the Section, a choice of coordinates,
which would set v to an arbitrary, possibly constant, or even vanishing, value, should
not be done a priori. We might rather say that the right choice of coordinates is that
of the laboratory frame where the chiral local velocity is measured. Compatibility be-
tween the BC (5.1.70) and the EoM (5.1.69) is reached if we require that EoM≡ ∂θBC, or
introducing, as in Section 4.1, the field ρ(t, θ) ≡ 1

2π∂θΦ(t, θ). In any case, the following
condition must hold

v =
a2
κ̃
. (5.1.71)

Eq.(5.1.71) relates the parameters of the two theories, thus establishing a (holographic)
link between the bulk (v, κ̃) and the induced boundary (a2). From (5.1.71) we see that,
because of (5.1.67), the holographic contact makes v depend only on the determinant
γ of the inducedmetric γij , and not on its components. This constitutes a restriction on
all possible v appearing in the BC (5.1.17), which, instead, might depend on the deter-
minant of the induced metric and on its components as well. This constraint, however,
does not spoil the possible local character of v. Eq. (5.1.71) is a condition on the para-
meters which appears in Sbd for the holographic bulk-boundary contact to be possible.
Therefore the edge velocity depends on the BC for the Chern-Simons gauge field. The
issue of the determination of the chiral velocities has been discussed in details by Wen
(in [96] and [97] for instance), who remarked that it cannot be determined from the
bulk action (nor be rescaled to an arbitrary value), and that it is thus appropriate to take
the velocity v as a phenomenological parameter. This is the phenomenological coun-
terpart of the considerations made in [114] : Chern-Simons theory provides merely
an effective large-distance description which captures the general symmetries of the
manybody theory and has, as such, intrinsic limitations. For instance, it should not be
expected to capture certain details such as the velocity of the edge chiral bosons. In
[114] it is correctly argued that the determination of the chiral velocity should come
from gauge-breaking terms present in the full Lagrangian, which, however cannot be
identified with the gauge fixing term, since physical results should not depend on the
gauge choice, hopefully. In our approach, it is clear that gauge-breaking term present
in the full Lagrangian thanks towhich the TQFT acquires local degrees of freedom is Sbd
(2.5). It is the breaking of the gauge symmetry which starts the game: the breaking of
the gauge symmetry due to the boundary manifests itself in the breaking of the Ward
identity (5.1.27), which yields the irrotationality condition (5.1.28), which identifies
the local bosonic boundary degrees of freedom. It is from the broken Ward identity
that the algebra (5.1.45) is derived, and then all the rest follows, as described. None of
these results depend on the particular gauge choice, as we already remarked. The 2D
action (5.1.68) can now be entirely written in terms of the parameters appearing in the
3D bulk theory (5.1.10) as follows

S2D =
κ

2

∫
d2X ϵ̃012 (∂tΦ+ v ∂θΦ) ∂θΦ , (5.1.72)

where κ is the Chern-Simons coupling constant and v(t, θ), appearing in the BC (5.1.17),
depends on the parameters of the boundary action Sbd (5.1.9) and, through κ̃, on the
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determinant of the induced metric γ(t, θ). We observe that the only dependence of
the action S2D on the bulk metric is concealed in v(t, θ). We might say that, in this
sense, the metric form of (5.1.72) is protected. Physically, the 2D action (5.1.72) can
be immediately identified with the Luttinger theory [115], relevant example of the
bosonization phenomenon, for which the density operator n(t, θ), written in terms of
chiral fermions, is

n(t, θ) =: ψ†(t, θ)ψ(t, θ) : . (5.1.73)
We have seen for the flat case discussed in Section 4.1 that bosonization, i.e. fermion/-
boson correspondence, is achieved through the identification

n(t, θ) =
1

2π
∂θΦ(t, θ) , (5.1.74)

whereΦ(X) is just the chiral boson (5.1.70) found as the edge state of theChern-Simons
theory. The density operator (5.1.73) satisfies the following commutation relation

[n(t, θ), n(t, θ′)] = i
ν

2π
∂θδ(θ − θ′) , (5.1.75)

where ν is the filling factor of the FQHE. Eq.(5.1.75), with the bosonisation relation
(5.1.74), is exactly the KM algebra we found in (5.1.49), by means of which we can
physically interpret the field Aθ(t, θ) as the density operator n(t, θ) (5.1.73). Here we
also notice how the boundary theory makes sense for any dependence of v on X . In-
deed, from the perspective of (5.1.70), the EoM derived from the action (5.1.68) reads

∂tn+ ∂θ(vn) = 0 , (5.1.76)

which represents the continuity equation of a 1D fluid of velocity v and density n, as
already remarked in the case of flat bulk metric in Section 4.1 and in [11]. This, again,
confirms that v, from the perspective of the Chern-Simons theory, is simply a free phe-
nomenological parameter. As a consequence, we can associate the parameters of the
action S2D (5.1.72) to physical quantities. In particular, by matching through (5.1.74)
the algebra (5.1.49), written in terms of the boundary field Φ(X), with the algebra
(5.1.75) written in terms of the density operator n(t, θ), we obtain the well known rela-
tion between the filling factor ν and the coupling constant of the Chern-Simons theory
κ [11, 87]

κ =
1

2πν
. (5.1.77)

Hence, from (5.1.70), we can identify v(t, θ) as the spacetime-dependent velocity of
the chiral boson Φ(X). Notice that, because of (5.1.71), the chiral boson turn left or
right depending on the sign of a2 in (5.1.72), being κ̃ positive due to the positivity of
the central charge. This is in agreement with [89], where the edge excitations were
studied on a disc and on a cylinder, i.e. on curved boundaries in flat spacetime, which
belong to the cases studied in this Section. It is interesting to remark that we recover
those results, in particular the algebra and the Luttinger theory, in a quite different way.

5.1.4 Summary of results and discussion

The aim of the original work presented in this Section was to understand if the geome-
try of the bulk spacetime affected in some way the boundary physics of Chern-Simons
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theory, which, in the flat case, we have seen to reproduce, on the boundary, the theory
of edge states of the Fractional QuantumHall Effect. Naively, starting from a TQFT one
would expect a mild dependence on the bulk metric. Instead, our analysis shows that
the velocity of the edge chiral boson indirectly depends on the bulkmetric, through the
determinant of the induced metric. Our work might therefore be the first step towards
a theoretical framework for the recently observed accelerated chiral boson on the edge
of particular Hall systems, which cannot be explained by the usual description in terms
of flat Chern-Simons theory with boundary. On the other hand, on the boundary of
Chern-Simons theory we find the usual KM algebraic structure of the flat background
case, with the same central charge proportional to the inverse of the Chern-Simons cou-
pling. Therefore, the KM algebra appears to be insensitive to both the bulk metric and
the type of boundary (at least, it is the same for planar and radial boundary). What is
certainly true is that the Chern-Simons bulk theory in flat spacetime, when considered
with a boundary, generates local DoF on the 2D induced theory, corresponding to the
edge states of FQHE, with constant chiral velocities. The possibility of local velocities
is not captured by the flat approach alone.

A few remarks are in order.
• Technical remarks : the determinant of the metric depends on the coordinates

that are chosen, and locally one might always find coordinates such that the de-
terminant is a constant. Moreover, in 2+1 dimensions the boundary of Chern-
Simons theory iswell known to be a CFT, hence depends only upon the conformal
class of the boundarymetric, and in every conformal class there is ametric of con-
stant determinant. This would correspond to choosing a reference frame where
the velocity of the chiral boson is normalized at a given constant value. This
represents a good, physical reason for not choosing a metric with constant deter-
minant. The boundary conformal structure is ensured by the existence of an alge-
braic structure of the KM type. Had we finished here, we would not have a good
reason for not choosing, amongst the metrics in GNC, those with constant deter-
minant. This would have been a without loss of generality choice, and we would
have achieved our result as far as only the conformal structure described by the
boundary algebra is concerned. But this is only half of our results : on the planar
boundary of Chern-Simons theory with flat bulk metric it is known to exist the
Luttinger theory of the chiral boson. We derived the corresponding action follow-
ing the procedure described in Section 5.1.2. The action (5.1.72) is not invariant
under change of coordinates, which hence is not allowed at this stage. Nonethe-
less, the Luttinger theory which we found on the boundary of the Chern-Simons
theory with non-flat metric is not independent from its bulk counterpart. We
would not have found this result if, in the previous step, we had frozen the bulk
metric by choosing coordinates with constant determinant (or a reference frame
where the chiral velocity is constant). Instead, a memory of the bulk metric sur-
vives, in the velocity of the chiral boson, which depends only on the determinant
of the bulk metric. Not having made the choice of constant determinant leaves
therefore the possibility of highlighting the residual dependence on the bulkmet-
ric, and also of selecting the bulk metric by means of a physical input, which is
the velocity of the edge chiral bosons, which is a physical observable. This is not
so different fromwhat is usually done with the Chern-Simons coupling constant,
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which is fixed by means of the physical requirements of the incompressible Hall
fluid, by normalizing the external current coupled to the electromagnetic gauge
field to the known relationship between Chern-Simons coupling constant and
filling factor κ = 1

2πν as in (4.1.3). Yet, speaking of a coupling constant for the
abelian Chern-Simons theory is rather inappropriate, since it is always possible
to reabsorb the coupling constant by means of a redefinition of the gauge fields.
Only in the non-abelian case a true coupling constant for Chern-Simons theory
exists. Nevertheless, normalizing to one the Chern-Simons coupling constant
would be equivalent to loosing the entire structure of Landau levels of (F)QHE,
and for that reason we keep it alive. We see an analogy between the two situa-
tions: as we do not normalize to one the Chern-Simons coupling constant in the
abelian case in order to describe the filling factors of the FQHE, for the same rea-
son we do not choose coordinates such that the determinant is constant, in order
to keep the possibility of fixing the bulk metric by measuring the (possibly time
dependent) velocity of the edge chiral boson.

• The phenomenological approach : it is useful to make a comparisonwith the ap-
proach usually adopted in the Literature to describe non-constant velocities of the
edge excitations in the Hall systems. It is known that the fermions in a quantum
Hall droplet are constrained by a confining potential whose gradient determines
the velocity of the chiral edge modes [98]. For instance, the confinement may in-
volve potentials that depend on space and/or time due to deformations or interac-
tions in the sample [99] and typically, in the phenomenological framework, one
can invoke these considerations in order to take into account non-constant chiral
velocities, which therefore, in the microscopic model, depend on the different
possible potentials in the sample. In general, the paradigmatic way to describe
the edge excitations has been illustrated by Wen [96, 97, 100], and well summa-
rized in [98]. One starts with a 3D Chern-Simons action in flat spacetime, from
which the bulk DoF are eliminated by integrating out the time-component of the
gauge field A0(x). Then, the irrotational constraint on the spatial components
of the gauge field is imposed : ∇⃗ × A⃗ = 0. The boundary DoF is then identified
by the scalar field characterizing the solution A⃗ = ∇⃗Φ. Finally, the “appropriate
effective action” at the edge is written as the sum of two terms: the Luttinger ac-
tion, describing a chiral boson with constant velocity, to which is possibly added
an interaction term, which depends on the form of the edge confining potential
and on the details of the electron-electron interactions. If this latter interaction
is assumed to be local, this obviously implies non-constant velocities. Usually,
to simplify the description, the interactions are taken as piecewise functions, in
order to take into account, for instance, the screening effects which are present
in the leads. More details can be found in [116] and in [117]. This latter paper
is related to an interesting experiment [118]. Other experiments are described in
[119, 120]. Tomake it short, the total interaction is split into two parts : a constant
velocity piece v contained in the Luttinger action and an additional local velocity
term in the interaction. This is the framework for the description of edge exci-
tations with non-constant velocities. Alternatively, according to our approach,
there is no need of imposing the irrotational condition which gives rise to the
scalar boundary degree of freedom. Rather, it emerges as the breaking term of
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the Ward identity (5.1.27), evaluated on shell. Similarly, the 2D action (5.1.72) is
not chosen as an effective action, but is recovered bymeans of a general procedure
which we described as an “holografic contact” between the BC on the bulk gauge
field and the EoM of the 2D scalar field. Finally, we showed that a bulk Chern-
Simonsmodel on curved spacetime yields a possible non-constant chiral velocity,
where the locality property is inherited solely from the induced metric determi-
nant from a bulk-boundary correspondence. An intriguing way to interpret this
fact, in relation to the microscopic models, is to consider it as an equivalent de-
scription : a change of potential can be effectively encoded in the Chern-Simons
theory by a bulk metric. As the Chern-Simons coupling constant κ encodes all
the possible values of the filling factor ν, similarly the Chern-Simons bulk met-
ric encodes the spacetime properties of the (confining) potential, in terms of the
induced metric determinant.

• On current experiments : one of themain results of this Thesis is that themeasur-
able chiral velocity v of the edge modes is related not only to the Chern-Simons
level κ, as it is known already for a flat background, but also to the determinant
of themetric, throughwhich v can acquire a time dependence, which can bemea-
sured. It is indeed possible to detect time dependent edge chiral velocity, as well
as to investigate non-standard geometries (for what concerns the quantum Hall
effect). In [48] the boundary of a Hall system with ν = 2 is considered. The two
channels (left and right) interact, and the problem diagonalizes into one fast and
one slow mode, and the velocity is not constant and is measured. For what con-
cerns non conventional bulk geometries, recently, in [121], the FQHE has been ob-
served in graphene. Here, the electrons live on a two-dimensional “suspended”
membranemade by carbon atoms. There are some differenceswith respect to the
standard case (Dirac-type linear dispersion relation rather than quadratic, pres-
ence of an additional degree of freedom like a pseudo-spin, for instance), which
makes the phenomenology similar to that of FQHE, but with different values of
the plateaux. The nice thing is that graphene technically allows to make sam-
ples with various shapes like Corbino discs, and observations seem sensitive to
the bulk geometry. Moreover, always using graphene, there are attempts to real-
ize quantum Hall systems in curved space, like described in [122] and in [123].
Now, we do not know if the results presented in this Section can immediately be
applied to these particular experimental sets, but the remarkable fact is that a re-
cent experimental research activity exists, which concerns the main topic of this
Chapter : the possibility of having boundary chiralmodeswhose time dependent
velocities are sensitive to the bulk geometry.
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5.2 bf description of 2d accelerated chiral edge modes

This Section, which concerns the study of the 3D BF model in curved space as a nat-
ural continuation of the results obtained in the previous Section for Chern-Simons, is
organized as follows

5.2.1 The model : bulk and boundary . . . . . . . . . . . . . . . . . . . 47
5.2.2 2D boundary theory . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.2.3 Holographic contact . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.2.4 The role of Time-Reversal symmetry . . . . . . . . . . . . . . . . . 60
5.2.5 Summary of results and discussion . . . . . . . . . . . . . . . . . . 64

In particular in Section 5.2.1 we prepare the tools to face the problem : we introduce
a radial boundary in the gauge-fixed 3D BF action, and derive à la Symanzik the most
general BC on the two gauge fields of the theory. As we said, the boundary breaks
gauge invariance, and this reflects in the breakings of the two Ward identities describ-
ing the broken gauge symmetry. The breaking are particularly fruitful, as they lead us
to identify the 2D scalar degrees of freedom and the KM algebra formed by the edge
conserved currents. Requiring the positivity of the KM central charge constrains the BF
coupling to be positive. In Section 5.2.2 the 2D theory is derived as the holographic pro-
jection of the 3D bulk theory. The contact is realized in Section 5.2.3 bymatching the BC
on the bulk side and the EoM on the boundary side. The resulting action involves two
scalar fields and is more complicated than the simple Luttinger theory found on the
edge of Chern-Simons model. We give a physical interpretation of the 2D theory, and
we find three possibilities for the motion of the edge quasiparticles: same directions,
opposite directions and a single-moving mode. But, requiring that the Hamiltonian of
the 2D theory is bounded by below, the case of edge modes moving in the same direc-
tion is ruled out. We are therefore left with physical situations characterized by edge
excitations moving with opposite velocities, (examples are FQHE with ν = 1 − 1/n,
with n positive integer [124], and Helical Luttinger Liquids phenomena [125]) or a
single-moving mode (Quantum Anomalous Hall [22, 126, 127]). In Section 5.2.4 a
strong restriction is obtained by requiring Time Reversal symmetry, which uniquely
identifies modes with equal and opposite velocities, and we know that this is the case
of Topological Insulators. The novelty, with respect to the flat bulk background, is
that the modes have local velocities, which corresponds to Topological Insulators with
accelerated edge modes. In Section 5.2.5 we summarize and discuss our results.

5.2.1 The model : bulk and boundary

The action

We consider the abelian 3D BF model on a manifold diffeomorphic to a cylinder of
radius R. The boundary is introduced by means of a Heaviside step function in the
bulk action, constraining the radial coordinate to r ≤ R. The BF bulk action is

SBF = κ

∫
d3x θ(R− r) ϵ̃µνρ∂µAνBρ , (5.2.1)
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where Aµ(x) and Bµ(x) are two gauge fields with mass dimensions [A] = [B] = 1

and κ is a constant which will be determined by physical inputs, as we shall see later.
Differently from the previous case, in this Section we decide not to fix GNC (we will
see that indeed this does not affect the final results). According to this the properties
of distributions in general curved spacetimes (such as the derivative of the Heaviside
step function) are given in Appendix A.1. We choose the radial gauge, implemented
by the following gauge-fixing term

Sgf =

∫
d3x

√
−g θ(R− r) [(bAµ + d Bµ)n

µ] , (5.2.2)

where nµ = (0, 1, 0) is a vector and b(x), d(x) are scalar Nakanishi-Lautrup Lagrange
multipliers [107, 108]:

δS

δb
= nµAµ = Ar = 0 ;

δS

δd
= nµBµ = Br = 0 . (5.2.3)

The external source term is

Sext =

∫
d3x

√
−g θ(R− r)

(
JµAµ + ĴµBµ

)
, (5.2.4)

where Jµ(x) and Ĵµ(x) are vectors. The presence of a boundary induces, as an addi-
tional contribution, the most general boundary term compatible with power-counting
and locality [10]

Sbd =

∫
d3x

√
−γ δ(r −R)

(
αij

2
AiAj +

βij

2
BiBj + ζijAiBj

)
, (5.2.5)

where αij = αji, βij = βji and ζij are dimensionless tensors which depend, at most,
on the induced metric (components γij and/or determinant γ) in the following way

αij = α̂ij(γ) + α̂(γ)γij = α̂ij + α̂γij (5.2.6)
βij = β̂ij(γ) + β̂(γ)γij = β̂ij + β̂γij (5.2.7)
ζij = ζ̂ij(γ) + ζ̂(γ)γij = ζ̂ij + ζ̂γij . (5.2.8)

Thus, as in the previously discussed Chern-Simons case, a non-covariant boundary
term has been chosen. Notice that covariance could be recovered by taking α̂ij = β̂ij =

ζ̂ij = 0. In the flat limit the parameters αij , βij and ζij in Sbd are constant. Finally, the
total action, containing BF bulk, gauge fixing, external sources and boundary terms, is

S = SBF + Sgf + Sext + Sbd . (5.2.9)

Equations of motion and boundary conditions

From the total action S (5.2.9), the EoM of the theory follow
δS

δAλ
= θ(R− r)

[
−κϵµλρ∂µBρ + b nλ + Jλ

]
+ δλi

√
−γ√
−g δ(r −R)

[
−κ ϵ̃i1j√

−γ
Bj + αijAj + ζijBj

]
= 0

(5.2.10)
δS

δBλ
= θ(R− r)

[
κϵµνλ∂µAν + dnλ + Ĵλ

]
+ δλi

√
−γ√
−g δ(r −R)

[
βijBj + ζjiAj

]
= 0 .

(5.2.11)
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From the EoM (5.2.10), (5.2.11) we get the BC of the theory by applying the operator
limϵ→R

∫ R
ϵ , i.e.

lim
ϵ→R

∫ R

ϵ
dr(5.2.10) : αijAj +

(
−κ ϵ̃i1j√

−γ
+ ζij

)
Bj

∣∣∣∣
r=R

= 0

lim
ϵ→R

∫ R

ϵ
dr(5.2.11) : ζjiAj + βijBj

∣∣
r=R

= 0 .

(5.2.12)

(5.2.13)

Eq.(5.2.12) and (5.2.13) can be written in a compact form as follows

ΛIJXJ

∣∣
r=R

= 0 , (5.2.14)

where I, J = {i; j} = {0, 2; 0, 2},

ΛIJ ≡

(
αij ζij − κϵi1j

ζji βij

)
=


α00 α02 ζ00 ζ02 − κ̂

α20 α22 ζ20 + κ̂ ζ22

ζ00 ζ20 β00 β02

ζ02 ζ22 β02 β22

 , (5.2.15)

and
XJ ≡

(
Aj

Bj

)
, (5.2.16)

where we defined
κ̂ ≡ κϵ̃012√

−γ
. (5.2.17)

Here againwe leave ϵ̃012 explicit (instead of simply putting it equal to 1) to keep explicit
the tensor nature of all quantities. For instance, in this way, it is immediate to see that
κ̂ is a scalar function. The BC (5.2.14) defines a linear, homogeneous system of four
equations and four variables Ai|r=R and Bi|r=R, for which, requiring detΛ = 0, it is
possible to write three of the fields in terms of one:

Bθ(X) = −l1Bt(X)

Aθ(X) = −l2Bt(X)

At(X) = −l3Bt(X) ,

(5.2.18)
(5.2.19)
(5.2.20)

where l1,2,3 depend on the coefficients of the total action (5.2.9) and therefore, in gen-
eral, are local functions of the induced metric on the boundary γij(X). Their explicit
form can be found in Appendix B.1 ((B.1.8), (B.1.9) and (B.1.10)). Notice that to ex-
clude Dirichlet-like solutions (i.e. Ai|r=R = Bi|r=R = 0), which would trivialize the
boundary 2D physics, we must require li ̸= 0 and l−1

i ̸= 0.

Ward identities

The covariant divergence of the EoM (5.2.10) is

∇λ
δS

δAλ
=∇λ

[
θ(R− r)

(
−κϵµλρ∂µBρ + nλ b+ Jλ

)]
(5.2.21)

= 1√
−g δ(r −R)κ ϵ̃i1j∂iBj +

1√
−g∂λ

[
θ(R− r)nλ b

√
−g
]
+∇λ

[
θ(R− r)Jλ

]
= 0 ,
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wherewe used the BC (5.2.12), the fact that ϵµνρ∇µ∂νBρ = 0, the definition of covariant
derivative of the step function (A.1.14) and the formula for the covariant divergence
(5.1.24)

∇µV
µ =

1√
−g

∂µ
(
V µ√−g

)
. (5.2.22)

By multiplying (5.2.21) by √
−g and integrating over the coordinate normal to the

boundary r = R, we get

0 =

∫ +∞

0
dr
{
δ(r −R)κ ϵ̃i1j∂iBj + ∂λ

[
θ(R− r)nλ b

√
−g
]
+
√
−g∇λ

[
θ(R− r)Jλ

]}
= κϵ̃i1j∂iBj

∣∣
r=R

−������
b
√
−g|r=0 +

∫ +∞

0
dr

√
−g∇λ

[
θ(R− r)Jλ

]
, (5.2.23)

where we adopted the convention according to which the θ components of the fields,
their θ-derivatives and the Lagrange multipliers vanish at r = 0 :

Aθ = Bθ = ∂θAt = ∂θBt = b = d|r=0 = 0 . (5.2.24)

A comment here may be useful : the invariant measure for integrating along r can be
identified as induced from the bulk, as follows∫

d3x
√
−gδ(2)(X −X ′) =

∫
d3x

√
−g δ̃

(2)(X −X ′)√
−γ

=

∫
dr

√
−g√
−γ

=

∫
dr

√
grr ,

(5.2.25)
where we used (A.1.12), and X = (t, θ) are the boundary coordinates. However, in
the specific case of (5.2.23), the √

grr factor in the integration can be omitted, simply
dividing (5.2.21) by√

grr. Using (A.1.14) in (5.2.23), we finally find∫ R

0
dr

√
−g∇λJ

λ =
(
−κϵ̃i1j∂iBj +

√
−gJr

)
r=R

, (5.2.26)

which is the Ward identity corresponding to the gauge transformation of the gauge
field Aµ(x), broken at its r.h.s. by the presence of the boundary. By applying the same
procedure to the EoM (5.2.11), with d|r=0 = 0, we obtain a second broken Ward iden-
tity : ∫ R

0
dr

√
−g∇λĴ

λ =
(
−κϵ̃i1j∂iAj +

√
−gĴr

)
r=R

. (5.2.27)

From (5.2.26) and (5.2.27), going on-shell (i.e. J = Ĵ = 0), we find

ϵ̃i1j∂iBj
∣∣
r=R

=0

ϵ̃i1j∂iAj
∣∣
r=R

=0 ,

(5.2.28)
(5.2.29)

which describe two conserved currents on the boundary r = R. The most general
solutions to these equations are [111, 112]

Bi(X) =∂iψ(X) + δi2Ĉ

Ai(X) =∂iφ(X) + δi2C ,

(5.2.30)
(5.2.31)
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where C and Ĉ are two constants and φ(X) and ψ(X) are scalar boundary fields with
zeromass dimensions, i.e. [φ] = [ψ] = 0, which should be identifiedwith the boundary
DoF. Being on a closed, periodic boundary, we need to specify periodicity conditions

Ai(t, θ) = Ai(t, θ + 2π) ⇒ φ(t, θ) = φ(t, θ + 2π)

Bi(t, θ) = Bi(t, θ + 2π) ⇒ ψ(t, θ) = ψ(t, θ + 2π) .

(5.2.32)
(5.2.33)

The values of the constants C and Ĉ in (5.2.30), (5.2.31) are found by applying the
mean value theorem for holomorphic functions, as in the previous Section 5.1, which
states that if f is analytic in a region D, and a ∈ D, then f(a) = 1

2π

∮
C(a) f , where C(a)

is a circle centered in a. In our case taking for C the circular boundary r = R centered
at r = 0 allows us to write

Aθ(t, r = 0, θ) =

∮
ring R

Aθ(x) =������
φ(t, θ)|θ=2π

θ=0 + 2π C . (5.2.34)

From the requirement Aθ(t, r = 0, θ) = 0, it follows that

C = 0 . (5.2.35)

Analogously, we also get
Ĉ = 0 . (5.2.36)

Algebra

The generating functional of the connected Green functions Zc[J, Ĵ ] is defined

eiZc[J,Ĵ ] =

∫
[dA][dB][db][dd]eiS[A,B,b,d;J,Ĵ ] , (5.2.37)

from which the 1- and 2-points Green functions are derived

δZc[J ]

δJ i(x)

∣∣∣∣
J=0

= ⟨Ai(x)⟩

δ(2)Zc[J ]

δJ i(x)δJ j(x′)

∣∣∣∣∣
J=0

≡∆ij(x, x
′) = i⟨T (Ai(x)Aj(x′))⟩ ,

(5.2.38)

(5.2.39)

where T is the time-ordered product

⟨T (Al(x)Aj(x′))⟩ ≡ θ(t− t′)⟨Al(x)Aj(x′)⟩+ θ(t′ − t)⟨Aj(x′)Al(x)⟩ . (5.2.40)

In order to compute the propagator (5.2.39), we need the following result

δ

δJ i(x′)
∇λJ

λ(x) =
δ

δJ i(x′)

[
1√
−g

∂λ

(
Jλ

√
−g
)]

=
1√
−g

∂iδ̃
(3)(x− x′) , (5.2.41)

where we used (5.2.22) and the relation between scalar and density Dirac delta dis-
tributions (A.1.1). Taking now the functional derivative with respect to the external
sources J, Ĵ of the broken Ward identities (5.2.26) and (5.2.27), we get
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δ
δJk(x′)

(5.2.26) :

∫ R

0
dr ∂kδ̃

(3)(x− x′) = −κϵ̃i1j∂i
δ(2)Zc

δJk(X ′)δĴ j(X)

∣∣∣∣∣
J=Ĵ=0

∂kδ̃
(2)(X −X ′) = −iκϵ̃i1j∂i⟨T

(
Ak(X

′)Bj(X)
)
⟩

= −iκϵ̃012
[
Bθ(X), Ak(X

′)
]
∂tθ(t− t′) ,

(5.2.42)

where we used (5.2.39), (5.2.40) and (5.2.41). Going on-shell, i.e. using (5.2.28), we
have

ϵ̃012
[
Bθ(X), Ak(X

′)
]
∂tθ(t− t′) =

i

κ
∂kδ̃

(2)(X −X ′) . (5.2.43)

Setting k = t in (5.2.43) and integrating over time, we get the equal time commutator[
Bθ(X), At(X

′)
]
= 0 . (5.2.44)

Analogously, choosing k = θ we get

ϵ̃012
[
Bθ(X), Aθ(X

′)
]∣∣
t=t′

=
i

κ
∂θ δ̃(θ − θ′) . (5.2.45)

We can repeat this to find the whole current algebra
δ

δĴk(x′)
(5.2.26) :

0 = ϵ̃i1j∂i
δ(2)Zc

δĴk(X ′)δĴ j(X)

∣∣∣∣∣
J=0

= ϵ̃i1j∂i⟨T
(
Bk(X

′)Bj(X)
)
⟩

= ϵ̃012
[
Bθ(X), Bk(X

′)
]
∂tθ(t− t′) ,

(5.2.46)

which leads to [
Bθ(X), Bk(X

′)
]∣∣
t=t′

= 0 . (5.2.47)
In the same way, from δ

δJk(x′)
(5.2.27) we get[
Aθ(X), Ak(X

′)
]
t=t′

= 0 . (5.2.48)

Finally, from δ
δĴk(x′)

(5.2.27) we have

[
Aθ(X), Bt(X

′)
]
t=t′

=0

ϵ̃012
[
Aθ(X), Bθ(X

′)
]
t=t′

=
i

κ
∂θ δ̃(θ − θ′) .

(5.2.49)

(5.2.50)

Summarizing, the equal time commutators are[
Bθ(X), At(X

′)
]
=0

ϵ̃012
[
Bθ(X), Aθ(X

′)
]
=
i

κ
∂θ δ̃(θ − θ′)[

Bθ(X), Bk(X
′)
]
=0[

Aθ(X), Ak(X
′)
]
=0[

Aθ(X), Bt(X
′)
]
=0

ϵ̃012
[
Aθ(X), Bθ(X

′)
]
=
i

κ
∂θ δ̃(θ − θ′) .

(5.2.51)

(5.2.52)
(5.2.53)
(5.2.54)
(5.2.55)

(5.2.56)
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One can observe that by using the property of the delta function δ′(x) = −δ′(−x),
the commutators (5.2.52) and (5.2.56) represent the same relation. Eq.(5.2.51)-(5.2.56)
describe a semidirect sum of KM algebras [26, 27] with central charge

c =
1

κ
, (5.2.57)

which, as one can expect, inherit the topological nature of the bulk theory, being in-
dependent from the metric. Again we remark that from the positivity of the central
charge, being necessary for the unitarity of the CFT [73, 74], we get a constraint on the
coupling constant of the BF bulk model

κ > 0 . (5.2.58)

Typically, the constraint on the coupling constants of QFTs is derived by asking the
positivity of the energy density, which is the 00-component of the energy momentum
tensor T 00. This cannot be achieved in TQFTs, which have vanishing Hamiltonian, as
it is well known. The constraint in that case is obtained by asking the positivity of the
central charge of the edge current algebra, as in the present case, and in the previous
(Section 5.1).

5.2.2 2D boundary theory

We now focus on the construction of the boundary theory, whose DoF are the bound-
ary scalar fields φ(X) and ψ(X) defined by the solutions (5.2.30) and (5.2.31) of the
conserved currents equations (5.2.28) and (5.2.29). To build the 2D induced theory we
follow three steps :

1. identification of the 2D canonical variables in terms of boundary fields ;

2. derivation of the most general 2D action ;

3. bulk-boundary correspondence (holographic contact).

2D canonical variables

The first step is to write the commutator (5.2.56) in terms of the boundary fields φ(X),
ψ(X), using (5.2.30) and (5.2.31) (with C = Ĉ = 0) :

ϵ̃012
[
∂θφ(X), ∂θ′ψ(X

′)
]
=
i

κ
∂θ δ̃(θ − θ′) ⇒ ϵ̃012

[
φ(X), ∂θ′ψ(X

′)
]
=
i

κ
δ̃(θ − θ′) .

(5.2.59)
Analogously, from (5.2.52) we get

ϵ̃012
[
ψ(X), ∂θ′φ(X

′)
]
=
i

κ
δ̃(θ − θ′) . (5.2.60)

Both the relations (5.2.59) and (5.2.60) can be interpreted as canonical commutation
relations of the type [

q(X), p(X ′)
]
= iδ̃(θ − θ′) , (5.2.61)
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once the following identifications are done :

q1 ≡ φ ; p1 ≡ κϵ̃012∂θψ

q2 ≡ ψ ; p2 ≡ κϵ̃012∂θφ .

(5.2.62)
(5.2.63)

Therefore the DoF of the 2D theory are equivalently described by either of the sets of
canonical variables (5.2.62) or (5.2.63).

The 2D action

To find the most general 2D action, we make a derivative expansion in the boundary
fields φ(X) and ψ(X), compatible with power-counting (we remind that [φ] = [ψ] = 0)

S2D[φ,ψ] =

∫
d2X L2D (5.2.64)

=

∫
d2X

√
−γ
(
aij∂iφ∂jφ+ bij∂iψ∂jψ + cij∂iφ∂jψ + di∂iφ+ f i∂iψ + h

)
,

where aij = aji, bij = bji and cij are tensors, di and f i are vectors and h is a scalar, with
mass dimensions

[a] = [b] = [c] = 0 ; [d] = [f ] = 1 ; [h] = 2 . (5.2.65)

The coefficients appearing in (5.2.64)maydepend on the inducedmetric γij(X) and/or
on the boundary fields, but not on their derivatives. The definitions of the scalar fields
φ(X) andψ(X) (5.2.30) and (5.2.31) are invariant under the shift transformations δs, δ′s
defined as

δsφ =η

δ′sψ =η′ .

(5.2.66)
(5.2.67)

Consequently, the 2D lagrangian L2D in (5.2.64) must be shift-invariant as well

δsL2D = δ′sL2D = 0 , (5.2.68)

which implies

S2D[φ,ψ] =

∫
d2X

√
−γ
(
aij∂iφ∂jφ+ bij∂iψ∂jψ + cij∂iφ∂jψ + di∂iφ+ f i∂iψ

)
,

(5.2.69)
with

∂aij

∂φ
=
∂bij

∂φ
=
∂cij

∂φ
= 0

∂aij

∂ψ
=
∂bij

∂ψ
=
∂cij

∂ψ
= 0 ,

(5.2.70)

and
∂di

∂φ
∂iφ+

∂f i

∂φ
∂iψ = 0

∂di

∂ψ
∂iφ+

∂f i

∂ψ
∂iψ = 0 .

(5.2.71)
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Hence, the coefficients di and f i may still depend on the boundary fields φ(X) and
ψ(X), provided that the constraints (5.2.71) hold. In S2D[φ,ψ] (5.2.69) we omitted the
scalar term h because, beingmetric-dependent only, it does not contribute to the EoM of
the boundary theory. As we did for Sbd (5.2.5), we parametrize the metric dependence
of the rank-2 tensors as follows :

aij = âij + â γij

bij = b̂ij + b̂ γij

cij = ĉij + ĉ γij ,

(5.2.72)
(5.2.73)
(5.2.74)

where the hat means dependence on the metric determinant at most. As observed for
the coefficients of the boundary action Sbd (5.2.5), in the flat limit the tensors appear-
ing in the action (5.2.69) must reduce to constant matrices, and, in particular, cij to a
constant symmetric matrix. The compatibility of the 2D Lagrangian in (5.2.69) with
the canonical boundary structure is ensured if the relation

∂L2D

∂q̇
= p , (5.2.75)

holds for both q1, p1 in (5.2.62) and q2, p2 in (5.2.63), being equivalent descriptions of
the boundary DoF. From (5.2.69) we have

∂L2D

∂φ̇
=

√
−γ
(
2a0i∂iφ+ c0i∂iψ + d0

)
∂L2D

∂ψ̇
=

√
−γ
(
2b0i∂iψ + ci0∂iφ+ f0

)
,

(5.2.76)

(5.2.77)

and the request (5.2.75) is fulfilled if

a0i = b0i =c00 = d0= f0 = 0 ; c02= c20 = κ̂ ; (a22, b22, c22 free) , (5.2.78)

where κ̂(γ)has beendefined in (5.2.17) and d2, f2 are constrained by (5.2.71). Eq.(5.2.78)
represents a constraint on the metric dependence of the coefficients (5.2.72)-(5.2.74),
for which we have

a0i = â0i + â γ0i = 0 ; c00 = ĉ00 + ĉ γ00 = 0

b0i = b̂0i + b̂ γ0i = 0 ; c02 = ĉ02 + ĉ γ02 = κ̂ .
(5.2.79)

Since we do not want to impose unnecessary conditions on the induced metric γij (we
are interested in determining if and how the 2D theory keeps memory of the bulk
through the induced metric on the boundary), we must ask

â = b̂ = ĉ = 0 ⇒ aij = âij(γ) ; bij = b̂ij(γ) ; cij = ĉij(γ) . (5.2.80)

From (5.2.78) and (5.2.80), we also get

â0i = b̂0i = ĉ00 = 0 ; ĉ02 = ĉ20 = κ̂ . (5.2.81)

Applying (5.2.78) and (5.2.80) to the action S2D (5.2.69), we obtain

S2D[φ,ψ] =

∫
d2X

√
−γ
[
â22(∂θφ)

2 + b̂22(∂θψ)
2 + 2κ̂∂tφ∂θψ + ĉ22∂θφ∂θψ + d2∂θφ+ f2∂θψ

]
,

(5.2.82)
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where all the coefficients (but d2 and f2) may depend on the determinant γ(X) of the
induced metric γij(X), but not on its components. The EoM of the action S2D[φ,ψ] are

δS2D[φ,ψ]

δφ
= − 1√

−γ
∂θ
[√

−γ
(
2â22∂θφ+ 2κ̂∂tψ + ĉ22∂θψ + d2

)]
= 0

δS2D[φ,ψ]

δψ
= − 1√

−γ
∂θ

[√
−γ
(
2b̂22∂θψ + 2κ̂∂tφ+ ĉ22∂θφ+ f2

)]
= 0 ,

(5.2.83)

(5.2.84)

where we used (5.2.71) and the fact that √−γκ̂ is constant, in order to write these
equations as 1√

−γ∂θ[...], i.e. as a θ-derivative.

5.2.3 Holographic contact

Wenow consider the generic solutions of the BC (5.2.18)-(5.2.20), where the bulk gauge
fieldsAi(X) andBi(X) are now replaced by their boundary values ∂iφ(X) and ∂iψ(X),
defined in (5.2.30)-(5.2.31) and with C = Ĉ = 0 (5.2.35)-(5.2.36) :

∂θψ = −l1∂tψ
∂θφ = −l2∂tψ
∂tφ = −l3∂tψ .

(5.2.85)
(5.2.86)
(5.2.87)

Eq.(5.2.85) describes a chiral boson ψ(X) moving at the 2D edge of the bulk with ve-
locity vψ = 1

l1
. In the same way, by using (5.2.86) in (5.2.87), we find that φ(X) is a

chiral boson as well, satisfying

∂tφ− l3
l2
∂θφ = 0 , (5.2.88)

moving with velocity vφ = − l3
l2
. What is important to remark now is that, differently

from what happens in flat spacetime (Chapter 4 and [11, 87, 88]) and in analogy to
the case of Chern-Simons theory in curved spacetime with radial boundary (Section
5.1 and [2]), on the edge of a generic bulk manifold we find two chiral bosons moving
with local, rather than constant, velocities. In fact, both velocities, at this stage, can
depend on the determinant and/or on the components of γij which, in general, are
local quantities. To establish the holographic contact, we consider the EoM (5.2.83),
(5.2.84) with d2 = f2 = 0 (since the BC are homogeneously linear in the derivatives)

∂θ

(
2
â22

κ̂
∂θφ+ 2∂tψ +

ĉ22

κ̂
∂θψ

)
= 0

∂θ

(
2
b̂22

κ̂
∂θψ + 2∂tφ+

ĉ22

κ̂
∂θφ

)
= 0 .

(5.2.89)

(5.2.90)

The holographic contact is realized by inserting into the EoM (5.2.89), (5.2.90) the BC
solutions (5.2.85)-(5.2.87), which gives

−2
l2
κ̂
â22 + 2− l1

κ̂
ĉ22 = 0

−2
l1
κ̂
b̂22 − 2l3 −

l2
κ̂
ĉ22 = 0 .

(5.2.91)

(5.2.92)
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We can write two of the three boundary parameters (e.g. â22, b̂22) in terms of the re-
maining one (ĉ22) and of the bulk coefficients (κ̂, li):

â22 = +κ̂
1

l2

(
1− l1

2κ̂
ĉ22
)

b̂22 = −κ̂ l3
l1

(
1 +

l2
2κ̂l3

ĉ22
)
.

(5.2.93)

(5.2.94)

Remember that â22 and b̂22, defined in (5.2.72) and (5.2.73), must depend on the de-
terminant of the induced metric only, and not on its components. On the other hand,
the coefficients li (B.1.8)-(B.1.10)may depend on both the determinant and the compo-
nents of γij . Therefore, we have to tune the parameters of the boundary action (5.2.5)
in order that â22 and b̂22 have the right dependence. For instance, one easy way to
achieve this is to set α̂ = β̂ = ζ̂ = 0 in (5.2.6)-(5.2.8). These two equations are conse-
quence of the bulk (BC)-boundary (EoM) correspondence, fromwhich we can find out
the physics of the 2D induced theory. We do this by inserting them back into the 2D
action (5.2.82) (with d2 = f2 = 0):

S2D[φ,ψ] = κ

∫
d2Xϵ̃012

{[
1
l2
(∂θφ)

2 − l3
l1
(∂θψ)

2
]
− ĉ22

2κ̂
l1
l2

(
∂θφ− l2

l1
∂θψ

)2
+ 2∂tφ∂θψ

}
.

(5.2.95)

Physical interpretation

The holographic contact has been imposed by inserting into the EoM the BC which rep-
resent two chiral bosons. Therefore we expect that the 2D theory should describe two
chiral bosons as well. This fact appears evident by considering the following linear
combination

Φ± ≡ φ± ψ . (5.2.96)
In terms of these new fields the action S2D[φ,ψ] (5.2.95) writes

S2D[Φ
+,Φ−] = S2D[Φ

+]+S2D[Φ
−]+κ

∫
d2X ϵ̃012∂θΦ

+∂θΦ
−
(
2κ̂(l1 + l2l3)− ĉ22(l21 − l22)

4κ̂l1l2

)
,

(5.2.97)
where

S2D[Φ
±] =

κ

2

∫
d2X ϵ̃012∂θΦ

±(±∂tΦ± + v±∂θΦ
±) , (5.2.98)

and
v± = 2κ̂(l1−l2l3)−ĉ22(l1∓l2)2

4κ̂l1l2
. (5.2.99)

The actionS2D[Φ+,Φ−] (5.2.97) decouples into the sumof the Luttinger actions (5.2.98)
S2D[Φ

+,Φ−] = S2D[Φ
+] + S2D[Φ

−] , (5.2.100)
provided that the following condition on the parameters of the theory holds

2κ̂(l1 + l2l3)− ĉ22(l21 − l22) = 0 . (5.2.101)
Once decoupled, we may identify the fields Φ+(X) and Φ−(X) as Right (R) and Left
(L) modes moving at the radial edge of the 3D bulk theory with velocities±v± respec-
tively [94], where

v± =
1∓ l3
l2 ± l1

if l21 − l22 ̸= 0 , (5.2.102)
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and

v+ =
1

l1
; v− =

1

l1
− ĉ22

κ̂
if l1 = l2 ; l3 = −1

v+ = − 1

l1
+
ĉ22

κ̂
; v− = − 1

l1
if l1 = −l2 ; l3 = 1 .

(5.2.103)

As a consequence of the holographic contact, the metric dependence of the boundary
parameters (5.2.80) is transferred to the li coefficients through (5.2.93) and (5.2.94).
This makes v± depend on the determinant of the induced metric v± = v±(γ). We
therefore remark the crucial point that the fact of dealingwith a curved bulk spacetime
has the primary consequence that the velocities of the edge modes depend on both
time and space v± = v±(t, θ), differently to what happens for flat backgrounds. Hence,
from v± we see that the edge action S2D (5.2.100)may describe three classes of physical
situations, tuned by the local bulk parameters li and by ĉ22 :

1. v+v− > 0v+v− > 0v+v− > 0: LR movers with opposite velocities.
It is realized if

1− l23
l22 − l21

> 0 if l22 − l21 ̸= 0 , (5.2.104)

or
κ̂− ĉ22l1 > 0 if l1 = ±l2 , l3 = ∓1 . (5.2.105)

This situation describes generic chiral Luttinger liquids [128], but also helical
ones [125]. In fact ordinary TI [21–24, 34], characterized by edge modes moving
in opposite directions with equal velocities

v+ = v− (Topological Insulators) , (5.2.106)

fall into this category. It is easy to see that the condition (5.2.106) is satisfied
provided that

l1 + l2l3 = 0 (5.2.107)
ĉ22 = 0 . (5.2.108)

The equal and opposite edge velocities therefore are

v+ = v− =
1

l2
, (5.2.109)

which still, for a generic bulk manifold, may have a spacetime dependence.

2. v+v− < 0v+v− < 0v+v− < 0: LR movers in the same direction.
It is realized if

1− l23
l22 − l21

< 0 if l22 − l21 ̸= 0 (5.2.110)

or
κ̂− ĉ22l1 < 0 if l1 = ±l2 , l3 = ∓1 . (5.2.111)

Also in this case we can recover the particular case of a pair of Hall systems [124],
with edge excitations moving in the same direction with the same velocity

v+ = −v− (pair of Hall systems) , (5.2.112)
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realized if

l2 + l1l3 = 0 (5.2.113)
ĉ22 =

2κ̂

l1
. (5.2.114)

The velocities of the edge modes in this case are

v+ = −v− =
1

l1
. (5.2.115)

3. v+v− = 0v+v− = 0v+v− = 0: L or R mover not moving, which characterizes the Quantum Anom-
alous Hall (QAH) Insulators [22]. This happens when

l3 = ±1 if l1 ∓ l2 ̸= 0 , (5.2.116)

which means
v± = 0 ; v∓ =

2

l2 ∓ l1
; ĉ22 =

2κ̂

l1 ∓ l2
. (5.2.117)

Some comments are in order. First of all we notice that, since the BF coupling constant
κ must be positive, ĉ22 = 0 uniquely identifies L and R modes moving on the edge
of the 3D bulk with opposite velocities (v+ = v−v+ = v−v+ = v−). Hence, as for chiral velocities, ĉ22
should be determined either by a phenomenological input or by a symmetry principle.
Now, TI belong to this class of edge excitations, and are topological phases of electrons
which respect Time Reversal (T ) symmetry [22, 34]. This suggests that ĉ22 = 0 might
be related to the conservation of T -symmetry and, conversely, ĉ22 ̸= 0 to its violation,
like it happens, for instance, in the case of the QAH Insulators [22], described by case 3.
We shall come back to this point in the next Subsection. A second comment comes from
the fact that it is necessary that theHamiltonian corresponding to the action (5.2.100) is
positive definite. This request yields constraints on the bulk parameters of the model,
i.e. the “coupling” constant κ̂ (5.2.17), the parameters αij (5.2.6), βij (5.2.7) and ζij
(5.2.8) appearing in Sbd (5.2.5), together with the parameter ĉ22. We recall that the
parameters li depend on the bulk through (B.1.8), (B.1.9) and (B.1.10) and appear in
the action S2D[Φ+,Φ−] through v±. The canonical variables defined in (5.2.62) and
(5.2.63) in terms of Φ± (5.2.96) write

q1 =
Φ+ +Φ−

2
; p1 =

κϵ̃012

2
∂θ
(
Φ+ − Φ−)

q2 =
Φ+ − Φ−

2
; p2 =

κϵ̃012

2
∂θ
(
Φ+ +Φ−) . (5.2.118)

The Hamiltonian density of the model therefore is

H2D = p1q̇1 + p2q̇2 − L2D

= − 1

2κϵ̃012
[
v+(p1 + p2)

2 + v−(p1 − p2)
2
]

= −κϵ̃
012

2

[
v+(∂θΦ

+)2 + v−(∂θΦ
−)2
]
.

(5.2.119)

Positive energy density means H2D > 0, and since κ > 0 (5.2.58), requiring the coeffi-
cients of the squared terms to be positive gives the following constraint

H2D > 0 ⇔ v+ ≤ 0, v− ≤ 0 . (5.2.120)
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Therefore, we observe that the physical situation of edge modes moving in the same
direction (v+v− < 0v+v− < 0v+v− < 0) is not compatible with the positivity conditions (5.2.120). The
fact that the Hamiltonian is not bounded by below would lead us to discard this case,
leaving us only with the cases 1 and 3.

5.2.4 The role of Time-Reversal symmetry

In this Section we present two alternative ways, a) and b), of introducing the Time
Reversal T -symmetry in the theory with boundary. It will turn out that these two ap-
proaches, although seemingly quite different, are indeed equivalent. T -transformation
is defined in the usual way as T x0 = −x0. Due to the invariance of the line element
ds2, we have

T γtθ = −γtθ6 . (5.2.121)
The only components of the gauge fields which change sign under T are:

T Ar(t, r, θ) = −Ar(−t, r, θ)
T Aθ(t, r, θ) = −Aθ(−t, r, θ)
T Bt(t, r, θ) = −Bt(−t, r, θ) .

(5.2.122)

According to this definition Aµ(x)may be associated to an electric potential and Bµ(x)
to a spin current, like in the flat case [88].

a) When T Sbd = Sbd

It is immediate to see that the bulk action SBF (5.2.1) is T -invariant7, and it is interest-
ing to studywhich are the consequences of imposing Time-Reversal also on the bound-
ary term Sbd (5.2.5), i.e.

T Sbd = Sbd . (5.2.123)
Due to (5.2.121), to the fact that T γ = γ and to the form of the coefficients (5.2.6),
(5.2.7) and (5.2.8), the parameters appearing inSbd (5.2.5)which transformnon-trivially
under T are

T α02 =α̂02 − α̂γ02

T β02 =β̂02 − β̂γ02

T ζ02 =ζ̂02 − ζ̂γ02

T ζ20 =ζ̂20 − ζ̂γ20 .

(5.2.124)
(5.2.125)
(5.2.126)
(5.2.127)

Requiring the invariance (5.2.123), from (5.2.122) and (5.2.124)-(5.2.127), we get the
following constraints

α̂02 = α̂20 = 0 ; β̂02 = β̂20 = 0 ; ζ00 = 0 ; ζ22 = 0 ; ζ̂ = 0 . (5.2.128)

6 Notice that if the metric is stationary, i.e. ∂tγij = 0, then the T -invariance (5.2.121) requires that γtθ = 0.
7 Other choices of T are possible which leave SBF invariant, like for instance T At = −At, T Br =

−Br, T Bθ = −Bθ , which correspond to Aµ ↔ Bµ. One can show that these choices are equivalent
[88].
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The resulting T -invariant boundary term Sbd (5.2.5) is

Sbd =

∫
d3x

√
−γ δ(r −R)

[
γij

2

(
α̂AiAj + β̂BiBj

)
+
α̂00

2
AtAt+

+
α̂22

2
AθAθ +

β̂00

2
BtBt +

β̂22

2
BθBθ + ζ̂02AtBθ + ζ̂20AθBt

]
,

(5.2.129)

and we recall that all the coefficients appearing in (5.2.129) might still depend on the
determinant γ of the inducedmetric γij , being therefore local quantities and not simply
constants. It will be interesting to investigate which are the consequences, if any, of
imposing T on Sbd on the holographically induced 2D theory.

Generic non-diagonal metric γtθ ̸= 0

As a consequence of (5.2.128), in the hypothesis of γtθ ̸= 0 and if α̂ and/or β̂ are/is
non-vanishing, the BC (5.2.12) and (5.2.13) become

α00At + α̂γtθAθ + (ζ̂02 − κ̂)Bθ

∣∣∣
r=R

=0

α̂γtθAt + α22Aθ + (ζ̂20 + κ̂)Bt

∣∣∣
r=R

=0

ζ̂20Aθ + β00Bt + β̂γtθBθ

∣∣∣
r=R

=0

ζ̂02At + β̂γtθBt + β22Bθ

∣∣∣
r=R

=0 ,

(5.2.130)

(5.2.131)

(5.2.132)

(5.2.133)

or, using the notation already adopted in (5.2.14),

ΛIJT XJ

∣∣
r=R

= 0 , (5.2.134)

where ΛT is the matrix (5.2.15) evaluated at (5.2.128). Notice the explicit dependence
on the off-diagonal component γtθ of the induced metric and on α̂ or β̂. The linear
system (5.2.134) has nontrivial solutions if detΛT = 0, i.e.

0 = detΛT

= α̂
(
γtθ
)2 {

−α̂ detβ + β̂
[
ζ̂20κ̂− ζ̂02

(
2ζ̂20 + κ̂

)]}
+ (5.2.135)

+ α00
[
α22 detβ − β22ζ̂20

(
ζ̂20 + κ̂

)]
+ ζ̂02

(
ζ̂02 − κ̂

) [
ζ̂20(ζ̂20 + κ̂)− α22β00

]
.

It is easily seen that the solutions (5.2.18)-(5.2.20) are recovered, with

l1 → l1|(5.2.128) ; l2 → l2|(5.2.128) ; l3 → l3|(5.2.128) , (5.2.136)

and l1,3|(5.2.128) ∝ γtθ, as shown inAppendix B.1. Notice that for a diagonal (but not nec-
essarily static) metric (γtθ = 0) or when α̂ = β̂ = 0, these solutions must be discarded,
since they imply Dirichlet BC on both fields (l1,3|(5.2.128) = 0 ⇒ Bθ(X) = At(X) = 0),
which, as we already remarked, would trivialize the 2D physics. The case of diagonal
metric or α̂ = β̂ = 0 will be analyzed in the next Subsection. The procedure we fol-
lowed to recover the 2D theory does not change: the bulk-boundary correspondences
(5.2.93) and (5.2.94) still hold, with the replacements (5.2.136). From (B.1.11) and
(B.1.13) we see that, due to the T -invariance request (5.2.128), the coefficients l1 and l3
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appearing in the BC (5.2.18) and (5.2.20) explicitly depend on γtθ. As a consequence,
â22 (5.2.93) and b̂22 (5.2.94) would depend on γtθ as well, but we know that, due to the
holographic contact, the coefficients appearing in the action S2D (5.2.82) should de-
pend on the determinant of the induced metric only, and not on its components. The
only way to realize this is to set ĉ22 = 0. In fact, in this case we have

ĉ22 = 0 ⇒
l1|(5.2.128)
l3|(5.2.128)

= −l2|(5.2.128) , (5.2.137)

which does not depend on γtθ, and, from (5.2.93) and (5.2.94),

â22 =
1

l2|(5.2.128)
κ̂ ; b̂22 = −

l3|(5.2.128)
l1|(5.2.128)

κ̂ . (5.2.138)

Eq. (5.2.137) coincides with Eqs.(5.2.108) and (5.2.107), which belong to the case 1
considered in the previous Section, where we have seen that the physical situation
described by the decoupled action S2D[Φ+,Φ−] (5.2.100) together with the conditions
(5.2.108) and (5.2.107), is that of a Luttinger model for two chiral currents with non-
constant and opposite velocities. We thus established a link between the parameter ĉ22
and T -invariance on the boundary, which enforces the physical interpretation as edge
states of TI, as anticipated in the previous Section.

Diagonal metric γtθ = 0

When considering a diagonal metric or boundary coefficients (5.2.6)-(5.2.8) which de-
pend at most on the determinant of the metric (i.e.when γtθ = 0 or α̂ = β̂ = 0), the BC
(5.2.130)-(5.2.133) become

α00At + (ζ̂02 − κ̂)Bθ

∣∣∣
r=R

=0

α22Aθ + (ζ̂20 + κ̂)Bt

∣∣∣
r=R

=0

ζ̂20Aθ + β00Bt

∣∣∣
r=R

=0

ζ̂02At + β22Bθ

∣∣∣
r=R

=0 ,

(5.2.139)

(5.2.140)

(5.2.141)

(5.2.142)

which represent two systems of homogeneous linear equations. Non-Dirichlet solu-
tions are

At(X) =− laBθ(X)

Aθ(X) =− lbBt(X) ,

(5.2.143)
(5.2.144)

where
la =

β22

ζ̂02
and lb =

β00

ζ̂20
, (5.2.145)

provided that (
ζ̂02 − κ̂

)
ζ̂02 − α00β22 = 0 (5.2.146)(

κ̂+ ζ̂20
)
ζ̂20 − α22β00 = 0 . (5.2.147)

Following the same steps described in Section 5.2.3, we still land on the action S2D
(5.2.82). The holographic contact is realized crossing the EoM (5.2.83) and (5.2.84)



5.2 bf description of 2d accelerated chiral edge modes 63

with the BC (5.2.143) and (5.2.144), which in terms of the boundary fields φ(X), ψ(X)

read :
∂tφ =− la∂θψ

∂θφ =− lb∂tψ .

(5.2.148)
(5.2.149)

The correspondence is achieved if

â22 =
1

lb
κ̂ ; b̂22 = laκ̂ ; ĉ22 = 0 . (5.2.150)

From the properties of the tensors âij , b̂ij , ĉij in (5.2.80), it is immediate to check that
la,b depend only on the determinant of the induced metric γ, i.e. la,b = la,b(γ). The 2D
action (5.2.82) decouples into a pair of Luttinger models, provided that the following
condition holds

la =
1

lb
, (5.2.151)

and describes two chiral modes travelling on the edge of the 3D bulk with equal and
opposite local velocities v± = la(γ)

∂tΦ
+ + la∂θΦ

+ = 0

∂tΦ
− − la∂θΦ

− = 0 ,

(5.2.152)
(5.2.153)

characterizing TI [21, 22, 34].

b) Inherited T -transformation

It is possible to impose the T -symmetry on the theory with boundary in an alternative
way with respect to what we did in the previous Subsection, reaching the same physi-
cal conclusions (i.e. chiral edge modes moving with opposite velocities as the unique
physical outcome of putting a boundary onto 3D BF theory). The bulk gauge fields
Aµ(x) and Bµ(x) transform under T according to (5.2.122). Consequently, the bound-
ary scalar fields ψ(X) and φ(X), being defined by (5.2.30) and (5.2.31), should inherit
the following T -transformations

T φ(t, θ) = −φ(−t, θ) ; T ψ(t, θ) = ψ(−t, θ) , (5.2.154)

hence, due to (5.2.96), we have

T Φ+(t, θ) = −Φ−(−t, θ) ; T Φ−(t, θ) = −Φ+(−t, θ) . (5.2.155)

The action S2D[Φ+,Φ−] (5.2.97) is T -invariant if

v+ = v− , (5.2.156)

and if the decoupling condition (5.2.101) holds. This is precisely the situation consid-
ered in case 1 treated in the physical interpretation of Section 5.2.3, uniquely identified
by the vanishing of the parameter ĉ22 (5.2.108).

We therefore checked our guess on the peculiar role played by the parameter ĉ22
appearing in the action S2D[φ,ψ] (5.2.82), and also that the two alternative ways de-
scribed in Subection 5.2.4 of imposing the T -symmetry (on the boundary term Sbd
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(5.2.5) or directly on S2D[φ,ψ] through the defining relations (5.2.30) and (5.2.31))
are indeed physically equivalent. Lastly, we remark that the physical situation repre-
sented by the TI, i.e. the existence of chiral edge modes moving with equal and oppo-
site velocities, is singled out by imposing T -symmetry (in either way), while asking
that the HamiltonianH2D is bounded by below, as discussed in Section 5.2.3, admits a
larger class of physical situations, including T -breaking effects, but only for opposite-
moving modes. The possibility of edge modes moving in the same direction is ruled
out by both argumentations, and T -symmetry is more restrictive than the positive en-
ergy condition. According to this analysis, case 3 is not compatible with T -symmetry,
however lower-bounded Hamiltonian does admit the possibility of a single-moving
edge state. Hence it can be interpreted as a T -breaking effect associated to QAH insula-
tors [22]. In the same way the situations with ĉ22 ̸= 0 belonging to case 1 can be seen
as other examples of symmetry breaking effects in Quantum Spin Hall systems [21, 22,
125].

It is known [22, 34] that T -symmetry is peculiar to the edge states of TI in 2D, which
are described by a helical Luttinger model [125]. This is exactly the situation we ob-
served for ĉ22 = 0 (5.2.108). Therefore wemay finally claim that BFmodel with bound-
ary together with T -invariance is an effective description of the edge states of TI with
possibly non-constant chiral velocities. The existence of accelerated edge modes is a
direct consequence of the bulk/boundary correspondence in curved spacetime : flat
spacetime analysis provides only for constant velocities. The ĉ22 ̸= 0 situation now can
be related to T -breaking phenomena in helical Luttinger liquids [125]. For instance
(as we already remarked) we can associate the case 3 of Section 5.2.3 to the Quantum
Anomalous Hall Effect [22, 126, 127].

5.2.5 Summary of results and discussion

In this Section we considered the abelian 3D BF model on a manifold described by a
genericmetric, with a radial boundarywhich spoils the topological character of the the-
ory. Following a method introduced by Symanzik, we added to the action a boundary
term constrained only by locality and power counting, in order to find out themost gen-
eral BC on the two gauge fields involved in the theory. The boundary breaks gauge in-
variance, and this reflects in two broken Ward identities, from which we identified the
boundary degrees of freedom, represented by two scalar fields, deriving also a semidi-
rect sum of two Kac-Moody algebras formed by two on-shell conserved currents. As
in the Chern-Simons case of Section 5.1, the central charge of the Kac-Moody algebra
is proportional to the inverse of the BF coupling, and this constrains the BF coupling to
be positive. Once written in terms of the scalar boundary degrees of freedom, the Kac-
Moody algebra can be interpreted as the commutation relation of canonical variables,
which led us to derive the corresponding 2D action. The bulk/boundary holographic
correspondence is achieved by matching the BC on the 3D gauge fields and the equa-
tions of motion of the 2D action. The resulting 2D action is a complicated functional of
the pair of scalar fields but, by means of a simple linear redefinition, the action can be
written in terms of two Luttinger actions for two chiral fields, plus amixed term, which
we force to vanish by imposing a decoupling condition. At this point, the parameters
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which survived to the holographic contact and to the decoupling condition allow for
interesting physical interpretations of the theory, which may indeed describe :

1. two edge excitations moving in opposite directions. This is realized in Hall sys-
tems, like FractionalQuantumHall Effectwith ν = 1−1/n [124], and edgemodes
of Quantum Spin Hall systems, like Topological Insulators (when v+ = v−), pos-
sibly interacting [129], or nanowires [130] with additional magnetic fields acting
on the velocities up to switching one off [131, 132]. In higher dimensions an effect
of renormalization of chiral velocities (i.e. v+v− > 0) can be achieved by adding
magnetic fields [133, 134], or by structural deformations [135] ;

2. two chiral bosons moving in the same direction. This physically corresponds to
Hall systems like, for instance, QuantumHall with ν = 2, or Fractional Quantum
Hall Effect with ν = 2/5 [48, 124, 136] possibly with non-constant interactions or
confining potentials [96–100] ;

3. one static and one moving mode. This is the situation of Quantum Anomalous
Hall, wheremagnetic impurities break the T -symmetry of Topological Insulators
[22, 126, 127]. This could also be explained as an extremal effect of a magnetic
field acting on the modes of the nanowires mentioned above.

In all cases described above, the chiral velocities depend on the induced metric on the
boundary, hence on time and space. Therefore, their local nature is a direct conse-
quence of the non-flatness of the bulk metric, which thus appear as a general property
of (abelian) TQFTs in curved spacetimes. Moreover, we calculated the Hamiltonian
corresponding to the 2D action and we found that the request of the existence of a
lower bound rules out the case 2 : Hall systems with parallel velocities, like Fractional
QuantumHall with ν = 2/5 [124] or IntegerQuantumHall with ν = 2 [136], cannot be
described by a BF theory with boundary. We then considered the role of Time Reversal
symmetry, which distinguishes the two main Schwarz-type TQFTs : T -violating Chern-
Simons and T -respecting BF. T -symmetry can be introduced in two different ways :
from the bulk side asking that the “Symanzik’s” boundary term of the 3D action is
T -invariant, which has consequences on the subsequent steps till the holographically
induced 2D action. T -symmetry may be imposed also on the boundary side directly
on the 2D action, starting from the definition of the scalar degrees of freedom. These
two seemingly inequivalent ways of requiring T -invariance lead to the same outcome :
the only physical case which respects T -symmetry is a subclass of case 1 above, namely
the one involving two edge excitationsmoving in opposite directions with the same ve-
locity, which, in the general case of non-Minkowskian bulk metric, might be local, i.e.
time and space dependent. This is the case of Topological Insulators. Hence, imposing
T -symmetry is much more restrictive than asking for a lower bounded Hamiltonian.
Topological phases of matter displaying accelerated edge modes have been observed
for instance in the Integer Quantum Hall with ν = 2 [48]. But, to our knowledge,
generalized Topological Insulators with accelerated chiral edge modes have not been
discovered yet. Here we thus predict that they should, and we presented a theoreti-
cal framework for their existence, as a direct consequence of a non-Minkowskian bulk
background. In our opinion, this represents a cleaner alternative to adding an ad hoc
local potential to the pair of the decoupled Luttinger actions, which would spoil the
whole holographic construction.





Part III

NON-TOPOLOGICAL F IELD THEOR IES

In most cases, Quantum Field Theories are considered without boundaries
and have been successful in providing descriptions of fundamental inter-
actions, including gravity and cosmology. This is because one is generally
interested in bulk effects, where the boundary can be neglected. Neverthe-
less, boundaries do exist, and in some cases, their effects are self-evident
and dominant. As we have seen in the previous Chapters, recently, impor-
tant phenomena pertaining to condensedmatter physics, like the Fractional
Quantum Hall Effect and the behaviour of Topological Insulators, have
been explained in terms of topological QFTswith boundaries. This is rather
counterintuitive : topological QFTs, when considered without boundaries,
have a vanishing Hamiltonian and no energy-momentum tensor. They
might appear as the least physical theories one can imagine. Despite this,
when a boundary is introduced, an extremely rich physics emerges, which
can be observed experimentally. This is an example of the power of the
boundary, and for a long time it has been believed that such power was pe-
culiar only of these kind of theories. Until now...





6AN OVERV IEW FOR THE NON-TOPOLOGICAL CASE

Since the introductory part of Chapter 1, we have encountered many cases of physical
results induced by the presence of boundaries. The Casimir effect [8] perhaps is the
first highly nontrivial example of boundary effect which has been thoroughly studied
in a systematic way. The role of boundaries has been largely discussed in 2D Confor-
mal Field Theory [15, 137]. In particular, in [15] the zoo of Conformal Field Theories
has been tamed by means of a boundary put on the 3D topological Chern-Simons the-
ory. In [137], instead, the role of the boundary, and in particular of the BC, has been
exploited for the study of the Virasoro algebras and their extensions (Kac-Moody, su-
perconformal, W-algebras). We have seen that TQFTs have vanishing Hamiltonian and
energy-momentum tensor, and it is rather surprising that for such non-physical the-
ories it has been possible to establish [29, 76, 138] that on their lower dimensional
edge, conserved currents exist, which form KM algebras [26, 27], whose central charge
is inversely proportional to the coupling constant of the bulk theory, and directly re-
lated to the velocity of the boundary propagating DoF. This property seems to be a
common feature of different physical situations, like the 3D FQHE [11, 139] and TI in
3D [34, 77, 140] and 4D [95, 141, 142]. We have also seen that in the Symanzik’s ap-
proach, the boundary separates two half-spaces : left and right hand side with respect
to a plane. Single-sided boundaries can also be considered, as shown throughout this
whole work, which correspond to quite different physical situations : in these cases,
the Symanzik’s separation requirement on propagators is not the most natural one. It
is easier, and more intuitive, as we discussed, to implement the confinement of the the-
ory in a half-space by means of a theta Heaviside step function directly introduced in
the bulk action. The theories with singe-sided boundaries are therefore treated with a
different approach, which was explained in Chapter 2, and the physical results on the
boundary do not necessarily coincide with those of the separating boundaries. This is
the case, for instance, of 3DMaxwell-Chern-Simons theory, where theMaxwell term is
completely transparent in case of double-sided boundary [143] and algebraically active
in the single-sided case [37, 144]. It is precisely the different role of the non-topological
Maxwell term that motivated the study of non-TQFTs, or theories with non-topological
terms, defined in half-spaces [145, 146]. In fact, all the results mentioned until now
were obtained for boundaries in TQFTs : 3D Chern-Simons and BF theories [14, 31, 32].
What is missing is the study of physical, realistic, hence entirely non-topological, theo-
ries, defined on a half-space, and it is intriguing to investigate the role of the boundary
in these cases : which are the edge DoF? are there conserved currents, like in the topo-
logical cases? do they form an algebra? of which type? is there a lower-dimensional
holographic counterpart of the non-topological bulk theory? is this unique? what kind
of physics does it describe? The first example which came to mind was of course that
of the 4DMaxwell theory of electromagnetism [1], whose nontrivial results, which we
will review shortly in this Chapter, motivated the present Part of the Thesis. We will
thus dwell into more exotic cases, like fracton theories [54, 55], or models which nowa-
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days are of high interest, like Linearized Gravity, with the aim of answering the above
questions and possibly acquire some phenomenological insights.

The case of the 4D Maxwell theory with boundary : a new beginning

The Minkowskian 4D Maxwell theory can be confined in the half-spacetime x3 ≥ 0 by
means of the introduction in the action of the Heaviside step function θ(x3)

SM = −κ
4

∫
d4x θ(x3) FµνF

µν , (6.1)

where Fµν = ∂µAν−∂νAµ is the electromagnetic field strength, andAµ(x) is the gauge
field, with canonical mass dimension [A] = 1. In (6.1) κ > 0 is a constant which must
be positive in order to have a positive-definite energy density. Maxwell theory, being a
free field theory, does not display a coupling constant, which can always be reabsorbed
by redefining the gauge field Aµ(x). Nonetheless, here again, we do not normalize κ
to one, in order to be able to identify at any time the role played by the bulk action in
the physics on the boundary. The gauge fixing term

Sgf =

∫
d4x θ(x3) bA3 (6.2)

implements, through the Lagrange multiplier field b(x) [107, 108], the axial gauge con-
dition

A3(x) = 0 . (6.3)
On the boundary x3 = 0, the fields and their ∂3-derivatives must be treated as inde-
pendent fields [49, 147]. To highlight this fact, we adopt the following notation :

Ãa(X) ≡ ∂3Aa|x3=0 , (6.4)

whose mass dimension is [Ã] = 2. Therefore we must introduce another term in the
action, coupling these two independent fields, Aµ(x) and, on the boundary, Ãa(X), to
the external sources Jµ(x) and J̃a(X) respectively:

SJ =

∫
d4x

[
θ(x3)JaAa + δ(x3)J̃aÃa

]
. (6.5)

The existence of the boundary requires an additional contribution to the action, subject
to the general constraints of locality, power counting and 3D covariance. Taking into
account the presence of an additional independent gauge field Ã3(X) (6.4), the most
general boundary term has to be the following

Sbd =

∫
d4x δ(x3)

(
aabAaAb + babc∂aAbAc + cabÃaAb

)
, (6.6)

where
aab = aba, babc = −bacb, cab (6.7)

are constant matrices, with mass dimensions [aab] = 1, [bab] = [cab] = 0. Notice that
here again we do not require covariance, however, we shall see that in this case the
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theorywill require it in order to recover an induced physics. The total action, consisting
in bulk term, gauge fixing, external sources and boundary contribution, finally is

Stot = SM + Sgf + SJ + Sbd . (6.8)

BrokenWard identities can be recovered from both the gauge field and its ∂3-derivative
as follows ∫ +∞

0
dx3 ∂aJa =κ ∂

aÃa

∣∣∣
x3=0

(6.9)

∂aJ̃a|x3=0 =− κ ∂aAa|x3=0 , (6.10)

noticing that theWard identity (6.10), differently from (6.9), is local and not integrated.
Both identities are broken, because of the presence of the boundary, by a linear term at
their r.h.s., and, at vanishing external sources J̃ = J = 0, i.e. going on shell, we find

∂aÃa|x3=0 = 0

∂aAa|x3=0 = 0 ,

(6.11)
(6.12)

which show the existence of a couple of conserved currents on the 3D edge of 4D
Maxwell theory. From the broken Ward identities (6.9) and (6.10), through the pro-
cedure of Section 2.2, i.e. by taking functional derivatives with respect to the currents
J̃a(x), Ja(x), we also get the following equal time commutators for the conserved cur-
rents Aa(X) and Ãa(X), which are of KM type

[Ã0(X), Am(X ′)] = − i

κ
∂mδ(2)(X −X ′)

[A0(X), Ãm(X ′)] =
i

κ
∂mδ(2)(X −X ′)

[Ã0(X), Ãa(X
′)] = [A0(X), Aa(X

′)] = [Ã0(X), A0(X
′)] = 0 .

(6.13)

(6.14)
(6.15)

In order to identify the correct DoF on the 3D boundary, it is convenient to introduce a
field Ba(X) defined by the linear transformations

B0 ≡ µA0 + νÃ0

Bm ≡ ρAm + σÃm ,
(6.16)

where µ, ν, ρ and σ are constant parameters, which can be set later at our convenience,
with mass dimensions constrained by the request of the dimensional homogeneity of
(6.16)

[µ] = [ν] + 1 , [ρ] = [σ] + 1 , [µ] = [ρ] and [ν] = [σ] . (6.17)
In terms ofBa(X), the algebra (6.13)-(6.15) reduces to the only nonvanishing commu-
tator

[B0(X), Bm(X ′)] = i
µσ − νρ

κ
∂mδ(2)(X −X ′) , (6.18)

which describes an abelian KM algebra exactly like (2.2.3) described in Section 2.2, and
whose central charge is proportional to the inverse of the Maxwell coupling κ :

1

κ̃
≡ µσ − νρ

κ
. (6.19)
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Therefore this shows that also for non-TQFT an algebraic structure of KM type might
exist on the boundary. The 3D current conservation relations (6.11) and (6.12) can be
solved by

Ãa(X) = ϵabc∂
bξ̃c(X)

Aa(X) = ϵabc∂
bξc(X) ,

(6.20)
(6.21)

where the fields ξ̃a(X) and ξa(X) have canonical dimensions

[ξ̃] = 1 and [ξ] = 0 . (6.22)

Consequently, we have

B0 =ϵ0mn∂m(µξn + νξ̃n) = ϵ0mn∂mλn

Bm =ϵmab∂a(ρξb + σξ̃b) = ϵmab∂aλ̃b ,

(6.23)
(6.24)

where we defined
λa ≡ µξa + νξ̃a

λ̃a ≡ ρξa + σξ̃a .

(6.25)
(6.26)

The equations (6.25) and (6.26) define the 3D vector fields λa(X) and λ̃a(X)which, as
we shall show in what follows, are the dynamical variables in terms of which the 3D
theory induced on the boundary of 4D Maxwell theory will be constructed, according
to the QFT procedure of Section 2.3. Notice that the defining relations (6.23) and (6.24)
are left invariant under the transformations

λa → λa + ∂aΛ

λ̃b → λ̃b + ∂bΛ̃ ,

(6.27)
(6.28)

whereΛ(X) and Λ̃(X) are local gauge parameters. Wemay therefore claim that the 3D
theory induced on the boundary of 4DMaxwell theory should be a gauge theory of two,
possibly coupled, gauge fields, which must satisfy the three constraints of Section 2.3 :

1. invariance under the gauge transformations

δ1λa(X) = ∂aΛ(X)

δ2λ̃a(X) = ∂aΛ̃(X) ;

(6.29)
(6.30)

2. compatibility with the equal time KM algebra (6.18) ;

3. compatibility with the BC of the bulk .

Following this procedure a candidate shows up to be represented by the following 3D
action

S3D =

∫
d3X

(
− κ̃
2
GabG̃

ab +
κ̃

2

ν

2σ
G̃abG̃

ab +mϵabcλ̃a∂bλ̃c

)
, (6.31)

where
Gab ≡ ∂aλb − ∂bλa ; G̃ab ≡ ∂aλ̃b − ∂bλ̃a ; m ∝ acc

3ρ
, (6.32)
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with acc the trace of a coefficient of the boundary term (6.6), and whose EoM are

∂bG̃
ab = 0

∂bG
ab +

2m

κ̃
ϵabc∂bλ̃c = 0 .

(6.33)

(6.34)

As we anticipated, notice that in order to get a contact it has been necessary to set
aαβ ∝ ηαβ ; bαβγ = 0 ; cαβ ∝ ηαβ , (6.35)

meaning that the boundary action term Sbd (6.6) must be covariant. That’s exactly the
opposite to what happens in TQFTs with boundary, where the request of covariance
restricts the possible physical results, or even, as for the Chern-Simons case, prevents
to get anything at all, and non-covariance is mandatory.

Until now we would have thus said that the most known and also physically rele-
vant role played by boundaries concerned TQFTs, in particular in 3D and 4D. This fact
constitutes a kind of interesting paradox : TQFTs, indeed, are characterized by global
observables of geometrical type only, vanishing Hamiltonian, no energy-momentum
tensor and lack of particle interpretation. The main point which should be stressed
is therefore that 4D Maxwell theory shows a non trivial boundary dynamics, which
thus is not peculiar to TQFT, contrary to what was usually believed. There are however
similarities and differences with respect to TQFT :

• On the boundary of 4D Maxwell theory the broken Ward identities (6.9) and
(6.10) are found, which identify two conserved currents (6.11) and (6.12). This
reminds the physics of the surface states of Topological Insulators in 3D, which
suggests that the 4DMaxwell theory might be seen as an effective bulk theory of
the 3D Topological Insulators, alternative to the 4D topological BF models [34].

• A Kac-Moody algebra (6.18) with a central charge proportional to the inverse
of the Maxwell coupling exists on the boundary, and the parameters appear-
ing in (6.16) correspond to different central charges, as represented by (6.19),
each identifying a different CFT. This is an important difference with respect
to TQFTs, which are characterized by a one-to-one correspondence between bulk
coupling constants and central charges. The relevant boundary algebra appears
to be formed by the subset (6.16) of the total number of components of the bulk
fields. An identical mechanism occurs in the topological twist of N=2 Super
Yang-Mills Theories [79].

• The 3D action (6.31) induced by the 4D bulk Maxwell theory is unique and cor-
responds to a new theory, which has not been studied previously.

• such action describes two coupled photon-like vector fields, with a topological
Chern-Simons term for one of them. We computed the propagators of the theory
[1] which show that, despite the similarity with the 3D Maxwell-Chern-Simons
theory, a mechanism of topological mass generation does not take place in this
case.

• By computing the energy-momentum tensor of the theory, a non trivial physical
content is revealed [1]. In particular, the coefficients appearing in the 3D action
can be tuned in order to have a positive definite energy density.
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• The holographic dictionary [44]might be improved by an additional entry involv-
ing the unitarity of the CFT found on the boundary of 4DMaxwell theory and the
positivity of the energy density of its 3D holographic counterpart, represented by
the action (6.31). In fact, asking that the 00-component of the energy-momentum
tensor is positive, automatically implies that the central charge of the KM algebra
(6.18) is positive as well, thus ensuring the unitarity of the corresponding CFT.

Each of these points is a proof of the relevance of studying non-topological QFTs with
boundary : we have at least six reasons not to stop here, but to proceed to Chapter 7
and to a new non-topological theory with boundary.



7FRACTONS

Fracton phases of matter represent a novel paradigm both in condensed matter theory
andhigh energy physics [54, 55]. Although they have originally been discovered in par-
ticular kinds of lattice models [50–53], fractons have been unveiled in many different
systems and frameworks, ranging from elasticity [148–151], hydrodynamics [152–156]
and quantum scars [157–159], to Quantum Field Theories [56, 160–169], curved space
[170–173] and holography [174]. These phases are characterized by constrained dy-
namics, for which quasiparticle excitations are immobile or move in sub-dimensional
spaces. This exotic behaviour can be encoded into conservation of multipole moment,
the simplest example being the dipole. Indeed, typically fracton models are described
in terms of a non-covariant higher-rank tensor theory which shares many similarities
with Maxwell theory [160, 161, 175]. They are written in terms of a rank-2 symmet-
ric tensor field Aij(x), whose conjugate momentum is referred to as an “electric-like”
tensor field Eij(x), which plays a key role for the immobility constraint of fractons,
which is recovered from a generalized Gauss law. These novel gauge theories are in-
trinsically non-relativistic, and many ingredients have been introduced by hand in or-
der to implement the main characteristics of fractons, i.e. their restricted mobility. Ex-
amples of these inputs are, for instance, the Maxwell-like Hamiltonian and the Gauss
law, introduced as an external constraint, and not derived from an action principle.
As a consequence, terms appear with inhomogeneous numbers of derivatives, as re-
marked in [176], and all these ad hoc introductions are justified a posteriori, rather
than deduced from first principles of QFT. Despite their intrinsic non-covariance, these
models share remarkable similarities both with Maxwell theory (Gauss law, Hamil-
tonian, electric-like field...) [160] and LG (symmetric rank-2 field, gauge symmetry,...)
[177], which however are fully covariant theories. Motivated by these similarities, in
the following Sections a covariant 4D fracton gauge theory will be built [4, 5, 178], tak-
ing as unique ingredients locality, power counting and the covariant fracton symmetry
δAµν = ∂µ∂νΛ, thus keeping strict themain spirit of this Thesis : everythingmust come
from first principles of QFT. This procedure will make immediately apparent the corre-
spondence with LG, and all the analogies withMaxwell theory will naturally come out.
Embedding the ordinary non-covariant theory of fractons in a larger covariant theory
will indeed lead to recover all the known results concerning fractons [160, 161, 175].
Therefore, the coherent theoretical framework of Section 7.2, and [4], will allow to ap-
ply standard QFT techniques to fractons. As a physically relevant case, in in the context
of this Thesis is the introduction of a flat spatial boundary in this newly built 4D co-
variant fracton model. We have indeed just seen, in Chapter 6, that on the boundary
of Maxwell theory in 4D [1] a KM algebra is observed, and a non-trivial theory is in-
duced on the lower-dimensional space. Fractons seem to sharemany relationswith the
electromagnetic theory, as we shall see, but this similarity is not the only motivation
for studying fractons with boundary. It is in fact known that the topological θ-term
[179], which is a boundary term, generates the well known Witten effect [180], rele-
vant for instance in topological insulators [181]. For what concerns fractons, boundary
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contributions have been introduced mainly as non-covariant Chern-Simons-like terms
coming from a generalized topological-like θ-term in the bulk [175, 182, 183], inspired
by the standard electromagnetic case. For instance in [175], as for the Maxwell case, a
Witten-like effect is observed, for which, due to the presence of the fractonic θ-term, the
“electric” charge density at the right hand side of the Gauss law acquires an additional
“magnetic” contribution. Furthermore on the 3D boundary of [175] fractonic-like ex-
citations seem to appear, in agreement with our results, as we shall see. Moreover, in
[55, 184] it has been speculated that certain kinds of higher-order topological phases
share some properties with boundary states of fracton quasiparticles. Another inter-
esting example can be found in [185], where a similar non-covariant Chern-Simons-
like term, built as a higher-spin generalization of the standard topological one, gives
some insights in the context of dipolar behaviours of quantumHall systems. Therefore,
boundary effects might be important also in the framework of fracton theory, and the
aim of this Chapter is to study the consequences of the presence of a flat boundary in
the covariant theory of fractons, following the QFT approach pioneered by Symanzik
in [10].

In order to do so, in this Chapter, after giving a brief overview about fractons and
their main properties in Section 7.1, in Section 7.2 we will build the new covariant
theory, which will be based on a QFT perspective. The gauge structure of the newly
foundmodel will then be studied in Section 7.3, and the propagators will be computed
in the vectorial gauge. Finally in Section 7.4, having established that the theory is well
defined, we will introduce a boundary and analyze its consequence as prescribed by
our QFT approach.

7.1 what are fractons?

Fractons are quasiparticles with the defining property of having restricted mobility
[50–52, 54–56, 160, 161, 175, 186, 187]. In particular “true” fractons cannot move at all,
while other quasiparticles which can be traced back to fractons can move only in a sub-
dimensional space, like “lineons”, which move on a line and “planons”, which move
on a plane [55, 56]. The first observations of a fracton-like behaviour appeared in lat-
tice spin models [50], and since then many developments followed [51–53, 163, 164,
188]. In particular, in recent years there has been a surge of interest which have come
to the forefront ofmodern condensedmatter theory [50–56, 160, 161, 170, 175, 187, 189–
196], since these new kind of quasiparticles represent a new class of phases of matter,
whose main property is that of being immobile in isolation, but may move by forming
bound states. Fractons are found in a variety of physical settings, such as spin liquids
[160] and elasticity theory [148, 197], and exhibit unusual phenomenology, such as
gravitational physics and localization [177, 198–200]. Fractonic behaviours are to be
connected with exotic global symmetries [52, 56, 195]. Systems with these symmetries
challenge the common lore by which the low energy behaviour of every lattice system
can be described by a continuum quantum field theory : these lattice constructions are
usually not Lorentz invariant, and they present an unusual ground state degeneracy,
infinite in the continuum limit. Significant efforts have beenmade to better understand
their non-standard behaviours and to extend the known theoretical frameworks to in-
clude them [55, 56, 178, 187, 195, 196]. Moreover, this inability to move is the main
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property shared by all fracton models, and ultimately can be of physical interest, for
instance, in the development of quantummemories [51, 191, 201, 202]. Lattice models
describing fractons fall into two classes, depending on their particle content : “type
I”, the most representative of which is the X-cube model [52], has both fractons and
1,2-dimensional particles, while “type II”, of which the Haah’s code [51] is the proto-
typical example, describes fractons only. Fractons, like Linearized Gravity (LG), can
be described by a gauge theory of a symmetric tensor field, which generalizes the ordi-
nary Maxwell electromagnetism for a vector field [160]. This class of fracton theories,
which can be related to the previous lattice models via a Higgs-like mechanism [162,
165], were first introduced to describe gravity-related phenomena [198–200, 203], and
later were developed into the actual fracton theory [160, 161, 175, 186]. Written in
terms of a rank-2 symmetric tensor field Aij(x) (i, j... spatial indices), the typical start-
ing point is a Maxwell-like Hamiltonian density

H = EijEij +BijBij ∼ E2 +B2 , (7.1.1)

where the “electric” field Eij(x) is the conjugate momentum of Aij(x) as in standard
electromagnetism, and the “magnetic” field Bij(x) is defined as the gauge invariant
object depending on the lowest possible number of derivatives of Aij(x) [175]. From
these definitions, generalized Maxwell equations follow [160] : Faraday’s equation is
a relation between Eij(x) as conjugate momentum and the time derivative of Bij(x),
while Ampère law is a Hamilton’s equation for Eij(x). Finally, the usual Gauss theo-
rem in this picture is not really a theorem, but, rather, is imposed as a constraint. The
gauge transformation ofAij(x) is crucial since, besides determiningBij(x), it is strictly
related to theGauss-like constraint, which has a key role in implementing the restricted
mobility of fractons [54, 160, 161, 175, 186, 187]. There are two possibilities [54, 55, 160,
161, 175, 187] :

• scalar charge theory : the Gauss constraint and the gauge transformation of
Aij(x) are

∂i∂jE
ij = 0 (7.1.2)

δAij = ∂i∂jΛ . (7.1.3)

In the presence of fractonic matter one can define a charge density operator ρ(x)
[187] and the Gauss constraint generalizes to [161]

∂i∂jE
ij = ρ . (7.1.4)

The restricted mobility becomes evident, since (7.1.4) implies charge and dipole
(pi(x) = xiρ(x)) neutrality when integrated on an infinite volume V (or up to
boundary terms) [54, 55, 160, 161, 177]∫

dV ∂i∂jE
ij =

∫
dV ρ = 0 (7.1.5)

−
∫
dV ∂iE

ik =

∫
dV xkρ =

∫
dV pk = 0 . (7.1.6)

Eq. (7.1.6) states that single charges cannot move (fractons) due to dipole con-
servation, while dipoles do.
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• vector charge theory : in this case the Gauss constraint involves one derivative
instead of two, and the gauge transformation ofAij(x) is a non-covariant version
of the diffeomorphisms transformation

∂iE
ij = 0 (7.1.7)

δAij = ∂iΛj + ∂jΛi . (7.1.8)

The nature of the charge density operator thus changes, becoming a vector ρj(x)
[187], while the “electric field” remains a symmetric rank-2 tensor and the gen-
eralized Gauss constraint is [161]

∂iE
ij = ρj , (7.1.9)

which immediately implies (7.1.4) together with the conservation laws (7.1.5)
and (7.1.6), but yields a further mobility constraint due to conservation of angu-
lar momentum ∫

dV ϵ0ijkx
iρj = −

∫
dV ϵ0ijkE

ij = 0 .

Hence, the vector charges of the system can move only along a line, which is the
spatial direction related to the charged vector itself, thus being 1-dimensional
particles (a.k.a. lineons).

Mobility can be further restricted in both scalar and vector charge models by adding
tracelessnessEii = 0 of the “electric field” as an additional constraint. In these cases the
models are referred to as “traceless (scalar/vector) fracton models”. In the scalar case
the elementary charges can still be identified as fractons, since their motion is already
maximally constrained by means of the generalized Gauss law, however now traceless-
ness also implies the conservation of a component of the quadrupole momentum, due
to which the dipoles of the system are bound to move only on a plane transverse to
their direction, thus becoming 2-dimensional particles (also called “planons”). On the
contrary, in the vector chargemodel the quasiparticles canmove in one dimension, and
the tracelessness constraint on the electric-like field completely restricts their motion
making them proper fractons. These models, properties and particle content can be
summarized by the following table

The model (Gauss) constraint (integrated) conserved quantities particle content

Scalar charge th. ∂i∂jE
ij = ρ

ρ charge charge = fracton
x⃗ρ dipole dipole = free

Treceless scalar charge th.
∂i∂jE

ij = ρ ρ ; x⃗ρ charge = fracton
Eii = 0 x2ρ ∼ quadrupole dipole = planon

Vector charge th. ∂iE
ij = ρj

ρ⃗ charge (∼dipole)
charge = lineon

x⃗ ∧ ρ⃗ angular momentum

Traceless vector charge th.
∂iE

ij = ρj ρ⃗ ; x⃗ ∧ ρ⃗
charge = fracton

Eii = 0 x⃗ · ρ⃗ (∼quadrupole) ; (x⃗ · ρ⃗)x⃗+ 1
2x

2ρ⃗

Table 1: Fracton phenomenology.

In Maxwell theory the A0(x) component of the gauge field Aµ(x) is a multiplier en-
forcing the standard Gauss constraint ∇⃗ · E⃗(x) = 0. Following this, in fracton models
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the Gauss constraint (7.1.2) is implemented by introducing a Lagrange multiplier, as
done for instance in [175], sometimes called A0(x) to enhance the Maxwell analogy.
This multiplier seems to have no relation with the Aij(x) tensor field and in addition,
due to this “by hand” implementation, the Lagrangian acquires an inhomogeneous
number of (spatial) derivatives [175]. For these reasons, despite all the similarities
we mentioned, while Maxwell theory has a natural covariant formulation, the above
construction of fracton models appear to be intrinsically non-covariant. We shall see
that the covariant formulation presented in the next Section will make all these ad hoc
implementations come out naturally as QFT principles, and the nature and properties
of fracton quasiparticles will emerge completely.

7.2 maxwell theory of fractons

In this Section wewill show that the main results concerning fractons, in particular the
existence of tensorial electric and magnetic fields, the Gauss constraints, the Maxwell-
likeHamiltonian and the dipole response to “electromagnetic” fields through a “Lorentz
force”, to cite a few, are indeed consequences of a covariant action for a symmetric
rank-2 tensor field Aµν(x), invariant under the covariant extension of the fracton trans-
formation (7.1.3)

δfractAµν = ∂µ∂νΛ , (7.2.1)
which therefore plays, as usual in quantum field theory, a central role. We shall also
show that from the gauge tensor field Aµν(x) it is possible to construct a rank-3 ten-
sor Fµνρ(x) which we may call the fracton field strength, invariant under (7.2.1) and
satisfying a kind of geometrical Bianchi identity. Quite surprisingly, the fracton action
can be written in terms of the fracton field strength as ∫ F 2, as the ordinary Maxwell
theory, and all the above mentioned equations characterizing fractons are nothing else
than the “Maxwell” equations, without need of introducing any external constraint
or particular request, and therefore are just consequences of the covariant symmetry
(7.2.1). Moreover, electric andmagnetic tensor fields emerge naturally, and in terms of
these the action and the energy density read, respectively, ∫ (E2 − B2) and (E2 + B2).
Finally, the Lorentz force for fracton dipoles derived “by intuition” (sic) in [160] is
here recovered as part of the conservation law for the stress-energy tensor. As a mat-
ter of fact, the covariant generalization described in this Section makes apparent that
the fracton theory is, indeed, a direct extension of the standard electromagnetic theory
which can be formulated covariantly according to the typical field theory chain

symmetry → action → equations of motion
δfractAµν = ∂µ∂νΛ(x) → −1

6

∫
d4x FµνρFµνρ → ∂µF

αβµ = 0 ,

which really appears as a higher rank extension of Maxwell theory.

The relation between fractons and gravitons has been already remarked [54, 55, 177,
178]. From the field theory point of view this is evident from the covariant extension
(7.2.1) of the fracton symmetry, which is a particular case of the stronger infinitesimal
diffeomorphism transformation [178]

δdiffAµν = ∂µΛν + ∂νΛµ . (7.2.2)
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In practice, this means that, while the diff symmetry (7.2.2) uniquely defines the LG ac-
tion, the most general action invariant under (7.2.1) is formed by two separately invari-
ant terms : the LG action and the fracton action ∫ F 2, which is quite peculiar since, to
our knowledge, this is the only case of a Lorentz invariant action which, although free
and quadratic, shows a dimensionless constant which cannot be eliminated by a field
redefinition, and which cannot be identified as a physical mass, like in topologically
massive 3D gauge theory [70]. Coherently with this covariant picture, both fractons
and LG can be given an electromagnetic formulation (the first, as discussed, in terms of
tensors, while the second, known as gravitoelectromagnetism [105, 204, 205], involves
vectors), but, as we shall see, they also share the “Gauss” constraint (7.1.2) (which is
not an external constraint in our formalism) which underlies the fracton limited mobil-
ity property. As a first step towards the study of boundaries, the analogywith ordinary
electromagnetism can be pushed further through the topological θ-term that can be
added to the Maxwell Lagrangian (see for instance [179] and references therein). The
role of an analogous boundary term has been studied in the case of fractons in [175]
and, as for dyons, the result is that the “electric” charge gains an additional contribu-
tion related to a “magnetic” vector charge [54, 55, 175]. As the standard Witten effect
has consequences in condensed matter physics, this higher rank version of the fracton
θ-term might give interesting results in the context of higher order topological phases
[184], which seem to be related to boundary effects in fractons, as we shall discuss in
Section 7.4. The case of a local, instead of constant, θ(x) is relevant in axion models
[206, 207], where Maxwell equations acquire additional contributions [208, 209]. In
[205] a local θ(x)-term has been added to LG, with mainly two consequences : a cor-
rection to the Newtonian gravitational field and a Witten-like effect for gravitational
dyons, in which “gravitipoles” [210] acquire mass. The results of [205] for LG suggest
the possibility of generalizing what has been found in [175] for fractons, since both LG
and fractons are described by a rank-2 symmetric tensor field.

There are of course, and fortunately, a few open questions, which deserve further
efforts. The first is that we were not able to find a symmetry which separates fractons
from gravitons. In other words : while the diff symmetry (7.2.2) uniquely defines the
LG action, the fracton symmetry (7.2.1) gives two invariant functionals. One must nec-
essarily buy gravitons, together with fractons. The way out in field theory is to recover
the fracton action for vanishing LG constant, but, still, it would be more satisfying to
pick up the fracton action by means of an additional symmetry. Moreover : the fracton
symmetry (7.2.1) (but also the original (7.1.3)) is dimensionally problematic. In 4D
the rank-2 tensorAµν(x) hasmass dimension one, both in fracton and LG theory. Hence,
to be dimensionally homogeneous, the fracton gauge transformation would require a
scalar gauge parameter Λ(x) with negative dimension

d = 4 ⇒ [A] = 1 ; δAµν = ∂µ∂νΛ ⇒ [Λ] = −1 , (7.2.3)

but this would not be the case in 6D, which would be the most “natural” spacetime
dimensions for fractons to live in

d = 6 ⇒ [A] = 2 ; δAµν = ∂µ∂νΛ ⇒ [Λ] = 0 . (7.2.4)

As we shall see, this reflects also in the fact that, in 4D, the stress-energy tensor is not
traceless, hence the theory is not scale invariant, differently from the classical Maxwell
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theory. Instead, tracelessness is recovered in 6D.
The above construction of a covariant theory for fractons will be presented in this Sec-
tion as follows :

7.2.1 Fractons and linearized gravity . . . . . . . . . . . . . . . . . . . . 81
7.2.2 Maxwell theory for fractons . . . . . . . . . . . . . . . . . . . . . . 85
7.2.3 Stress-energy tensor and fracton Lorentz force . . . . . . . . . . . 89
7.2.4 θ-term . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
7.2.5 Final remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

In particular Section 7.2.1we derive the theory defined by the fracton symmetry (7.2.1),
composed by two terms, fracton and LG. We then construct the rank-3 fracton field
strength Fµνρ(x) andwe show that both the fracton and the LG actions can bewritten in
terms of this tensor, which satisfies an identity analogous to the Bianchi one. We then
compute the canonical momentum Παβ(x) associated to Aαβ(x) and derive the field
equations of motion. In Section 7.2.2 we consider the fracton theory only, obtained by
putting the LG constant to zero. Without imposing any external constraint, we recover
themain properties of the fractons simply from the equations ofmotion, which, written
in terms of the electric and magnetic tensor fields, impressively reminds the ordinary
Maxwell equations. In Section 7.2.3 we derive the stress-energy tensor and physically
identify its components, which are the higher rank extensions of theirMaxwell counter-
parts. We then write, interpret and discuss the stress-energy tensor conservation laws.
We then add matter to the theory, represented by a symmetric rank-2 tensor coupled
to Aαβ(x), and extend the previously found results in presence of matter. The most
important achievement of this Section is the expression of the Lorentz force which de-
scribes how dipole fractons respond to the electromagnetic tensor fields. This Lorentz
force coincides with the one conjectured in [160]. Finally, in Section 7.2.4 we add to
the fracton action the generalized θ-term, which, again, can be written both in terms
of the electromagnetic tensor fields and of the fracton field strength, in complete anal-
ogy with Maxwell theory. We recover and generalize previous results obtained in the
context of LG [205] and of fractons [175] giving to the θ-parameter a local dependence.
Some final remarks can be found in Section 7.2.5.

7.2.1 Fractons and linearized gravity

The symmetry

We adopt the standard point of view of field theory, that is to consider the symmetry as
the birth certificate of a theory. In our case, the symmetry, hereinafter “fracton” sym-
metry, is the covariant generalization of the extended electromagnetic transformation
(7.1.3) invoked in [160, 161, 175, 186] for fractons, i.e.

δfractAµν = ∂µ∂νΛ , (7.2.5)
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whereAµν(x) is a rank-2 symmetric tensor field and Λ(x) a local scalar parameter. The
fracton transformation (7.2.5) is obtained from the more general infinitesimal diffeo-
morphism transformation

δdiffAµν = ∂µΛν + ∂νΛµ (7.2.6)
for the particular choice of the gauge parameter Λµ(x) = 1

2∂µΛ(x). The most general
4D action invariant under the fracton symmetry (7.2.5) is a linear combination of two
invariant actions

Sinv = g1Sfract + g2SLG , (7.2.7)
where

Sfract =

∫
d4x (∂ρAµν∂

ρAµν − ∂ρAµν∂
µAνρ) (7.2.8)

SLG =

∫
d4x (∂µA∂

µA− ∂ρAµν∂
ρAµν − 2∂µA∂νA

µν + 2∂ρAµν∂
µAνρ) , (7.2.9)

g1, g2 are dimensionless constants, and A ≡ ηµνAµν is the trace of the tensor field. The
action SLG is readily recognized to be the linearized action for gravity [211], while
Sfract is our candidate to be the covariant action for fractons, as we shall motivate.
Hence, the space of 4D local integrated functionals invariant under the fracton sym-
metry (7.2.5) has dimension two, and one of the two constants g1 and g2 can be reab-
sorbed by a redefinition of Aµν(x), so that we have the rather peculiar feature that the
free quadratic theory defined by the action (7.2.7), hence by the fracton transformation
(7.2.5), depends on one constant. To our knowledge, this is the only example of a free
quadratic covariant theory depending on a constant which cannot be reabsorbed by a
field redefinition, without being identified as a mass, like in 3D topologically massive
gauge theories [70]. In particular we have that Sfract (7.2.8) and SLG (7.2.9) are both
invariant under the fracton transformation (7.2.5)

δfractSLG = δfractSfract = 0 , (7.2.10)

but only the LG action (7.2.9) is invariant under the diff transformation (7.2.6)

δdiffSLG = 0 , (7.2.11)

while the fracton Sfract (7.2.8), hence the whole action Sinv (7.2.7), is not

δdiffSfract = g1

∫
d4x

[
2∂µ∂νAµν∂

ρΛρ − ∂2Aµν(∂
µΛν + ∂νΛµ)

]
̸= 0 . (7.2.12)

The fracton field strength

The first step towards a Maxwell theory for fractons, which is the main purpose here,
is the construction of the “building block” of the theory, namely the extension of the
electromagnetic field strength Fµν(x)

Aµ → Fµν = ∂µAν − ∂νAµ

Aµν → Fµνρ = ?
(7.2.13)

To this aim, we look for a rank-3 tensor built from the first derivative of the rank-2
tensor field Aµν(x)

Fµνρ ≡ a1∂µAνρ + a2∂ρAµν + a3∂νAµρ , (7.2.14)
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where ai are dimensionless constants. As the electromagnetic tensorFµν(x) is invariant
under the ordinary gauge transformation δgaugeAµ(x) = ∂µΛ(x), in the same way we
require that Fµνρ(x) is invariant under the fracton symmetry (7.2.5), which gives a
constraint on the coefficients ai

δfractFµνρ = 0 ⇒ a3 = −(a1 + a2) , (7.2.15)
so that

Fµνρ = a1∂µAνρ + a2∂ρAµν − (a1 + a2)∂νAµρ . (7.2.16)
As a consequence of its definition, the invariant tensor (7.2.16) has the properties listed
in Table 2, compared to those of the Maxwell field strength Fµν(x).

fractons Maxwell
invariance δfractFµνρ = 0 δgaugeFµν = 0

cyclicity Fµνρ + Fνρµ + Fρµν = 0 Fµν + Fνµ = 0

Bianchi ϵαµνρ∂
µF βνρ = 0 ϵµνρσ∂

νF ρσ = 0

Table 2: Properties of the fracton and Maxwell field strengths.

We remark that the fracton invariance of Fµνρ(x) (7.2.15) and the property which we
called “cyclicity” in Table 2 are equivalent

δfractFµνρ = 0 ⇔ Fµνρ + Fνρµ + Fρµν = 0 ⇔ a1 + a2 + a3 = 0 . (7.2.17)
All the physically relevant quantities (like for instance the equations of motion and the
conjugate momenta) are obtained by making functional derivatives with respect to
Aµν(x), which is a symmetric tensor field. With the aim of writing everything in terms
of the tensor field strength Fµνρ(x), it is natural to ask that also this latter is symmetric
by the change of two indices, for instance the first two

Fµνρ = Fνµρ , (7.2.18)
which implies a2 = −2a1

8. Therefore, after a rescaling of Aµν(x), our fracton field
strength is

Fµνρ = Fνµρ = ∂µAνρ + ∂νAµρ − 2∂ρAµν . (7.2.19)
Rather surprisingly, the same symmetric tensor (7.2.19) appears as an unnumbered
comment in the final part of a 1988 paper by Y.S.Wu andA. Zee [212] as a consequence
of the covariant symmetry (7.2.5), but in a completely different context, since fractons
were not even conceived yet.9 The actions (7.2.8) and (7.2.9) can be written in terms
of the fracton field strength Fµνρ(x) (7.2.19) as

Sfract =
1

6

∫
d4x FµνρFµνρ (7.2.20)

SLG =

∫
d4x

(
1

4
FµµνF

ρν
ρ − 1

6
FµνρFµνρ

)
. (7.2.21)

Notice that also the LG action (7.2.9) can be written in terms of the newly introduced
tensor Fµνρ(x) (7.2.19). The fact that the fractonic component of the total action Sinv
(7.2.7) turns out to be of the form ∫

F 2 tells us that we are on the right way to build a
Maxwell theory of fractons, but the analogies are evenmore surprising inwhat follows.

8 We checked that this is indeed the case, i.e. Fµνρ(x)− Fνµρ(x) is always ruled out.
9 We thank Giandomenico Palumbo for this remark.
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The canonical momentum Παβ(x)

In the theory of the fracton quasiparticles an important role is played by themomentum
canonically conjugated to Aµν(x) [54, 160, 161, 175, 213]. From (7.2.7) we have

Παβ ≡ ∂Linv
∂(∂tAαβ)

= −g1Fαβ0 − g2

[
ηαβF λ0

λ − 1

2

(
η0αF λβ

λ + η0βF λα
λ

)
− Fαβ0

]
,

(7.2.22)
whose components are

Π00 = 0 (7.2.23)
Πi0 = −g1F i00 −

1

2
g2F

ji
j (7.2.24)

Πij = −g1F ij0 + g2(F
ij0 − ηijF k0

k ) . (7.2.25)

From (7.2.23) we see that A00(x) is not a dynamical field for the whole theory (both
fractons and LG). For what concerns LG alone, it is known [177, 211] that the compo-
nents with a time index, A00(x) and A0i(x), have non-dynamical equations of motion,
acting as Lagrange multipliers to enforce gauge constraints, in the same way as A0(x)

acts as a Lagrange multiplier enforcing Gauss law in Maxwell theory. The physical
degrees of freedom are contained in the spatial symmetric tensor Aij(x). We shall see
that this property concerning LG holds for fracton theory too, which therefore remark-
ably shares close similarities with both LG and Maxwell theory. We finally notice that
for a particular combination of g1 and g2 the trace of Παβ vanishes

ηαβΠ
αβ = Παα = Πii = −(g1 + 2g2)F

λ0
λ = 0 if g1 + 2g2 = 0 . (7.2.26)

This corresponds to the fact that, as already remarked in [178] and as we shall see in
the next Section 7.3, the theory defined by Sinv (7.2.7) at (7.2.26) does not depend on
the trace of the tensor fieldAµν(x), further lowering the number of degrees of freedom.

The field equations of motion

As the fracton and LG actions (7.2.20) and (7.2.21), the field EoM can bewritten in terms
of the fracton field strength Fµνρ(x) as well

δSinv
δAαβ

= g1
[
(∂µ∂αAµβ + ∂µ∂βAµα)− 2∂2Aαβ

] (7.2.27)
+ 2g2

[
ηαβ

(
∂µ∂νA

µν − ∂2A
)
+ ∂α∂βA+ ∂2Aαβ − ∂µ (∂αAµβ + ∂βAµα)

]
= g1∂

µFαβµ + g2

[
ηαβ∂µF

νµ
ν − 1

2

(
∂αF

µ
µβ + ∂βF

µ
µα

)
− ∂µFαβµ

]
= 0 ,

whose components are

• α = β = 0

g1∂iF
00i − g2∂i(F

λi
λ + F 00i) = 2∂i(−g1F i00 −

1

2
g2F

ji
j ) = 2∂iΠ

i0 = 0 , (7.2.28)

where we used F 00i = −2F i00 and the definition of the canonical momentumΠi0

(7.2.24).
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• α = 0, β = i

0 = g1∂λF
0iλ − g2

2
(∂0F λi

λ + ∂iF λ0
λ + 2∂λF

0iλ)

= −∂0Πi0 + g1∂jF
0ij − g2

2
(∂iF λ0

λ + 2∂jF
0ij) ;

(7.2.29)

• α = i, β = j

g1∂
µFijµ + g2[ηij∂µF

νµ
ν − 1

2
(∂iF

µ
µj + ∂jF

µ
µi)− ∂µFijµ] = 0 . (7.2.30)

7.2.2 Maxwell theory for fractons

In this Sectionwe treat the case g2 = 0, andwe shall recover themain features generally
attributed to the fracton quasiparticles [54, 160, 161, 175], thus allowing us to justify
the identification of Sfract (7.2.20) as the action for fractons.

Electric/magnetic tensor fields and “Maxwell” equations

As far as only fractons are considered, in [54, 160, 161, 175, 213] an electric tensor field
Eij(x) is defined as spatial “canonical momentum” as follows

Eij ∝ −∂tAij + ∂i∂jA0 . (7.2.31)

We would like to show here that Eij(x) (7.2.31) can indeed be derived from the action
(7.2.20) in a way which also clarifies which is the origin of the scalar field A0(x) ap-
pearing in (7.2.31). In fact, A0(x) cannot be directly part of a canonical momentum
unless in the Lagrangian weird terms with three derivatives are admitted [175]. The
covariant extension (7.2.5) of the fracton symmetry has a central role in determining
(7.2.31), without the need of any ad-hoc introduction. In fact, starting from the fracton
transformation (7.2.5) one gets the action Sinv (7.2.7) fromwhich the spatial canonical
momentum (7.2.25) is derived. In the case where only fractons are present, namely
g2 = 0, the canonical momentum Πij(x)

∣∣
g2=0

reads:

Πij
∣∣
g2=0

= −g1F ij0 = g1
(
2∂0Aij − ∂jA0i − ∂iA0j

)
, (7.2.32)

which differs from (7.2.31). Nevertheless, the electric tensor field (7.2.31) can be in-
deed obtained from the spatial canonicalmomentum Πij(x)

∣∣
g2=0

using the EoM (7.2.27)
with g2 = 0, i.e. those derived from the fracton action (7.2.20) alone, which closely re-
mind the usual Maxwell equations

∂µFαβµ = 0 . (7.2.33)

In fact, taking (7.2.33) at α = β = 0 (or, equivalently, (7.2.28) at g2 = 0) we have

∂iF00i = 2∂i (∂0A0i − ∂iA00) = 0 . (7.2.34)

A particular solution is given by

A0µ = Aµ0 ≡ ∂µA0 , (7.2.35)
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which introduces the missing scalar potential A0(x). What renders remarkable the
solution (7.2.35), which is a direct consequence of our covariant approach, is that it
leads to recover, up to a constant, the electric tensor field (7.2.31). In fact, using (7.2.35)
in (7.2.32) we get

(Πij |g2=0)|(7.2.35) = 2g1
(
∂0Aij − ∂i∂jA0

)
≡ Eij , (7.2.36)

which indeed coincideswith the tensor electric field (7.2.31). Hence, finally, the answer
to the question is the following : the electric tensor field Eij(x) (7.2.31) introduced in
[160, 161, 175, 213] is defined as the canonical momentum Πij (7.2.32) of the fracton
action Sfract (7.2.8) evaluated on the EoM (7.2.34). In addition to the properties listed
in Table 2, which hold in general, the particular solution (7.2.35) implies also

F i00 = F 0i0 = F 00i = 0

F ij0 = −2F 0ij = −2F i0j ,

(7.2.37)
(7.2.38)

which hold for fractons only. As anticipated, because of (7.2.37), for the fracton theory
g2 = 0we have an additional Hamiltonian constraint, besides (7.2.23)

(Πi0|g2=0)|(7.2.35) = −g1F i00 = 0 , (7.2.39)

which corresponds to the fact that, like in LG, also for fractons the degrees of free-
dom concern only the spatial components Aij(x). Moreover, again in surprising anal-
ogy with Maxwell theory where the electric field and the field strength are related by
Ei(x) = −F 0i(x), we have that

Eij = −g1F ij0 = 2g1F
0ij = 2g1F

i0j , (7.2.40)

which makes the electric tensor field an invariant quantity at sight. Taking (7.2.33) at
α = 0 and β = i (or, equivalently, (7.2.29) at g2 = 0) we have

∂µF
0iµ = ∂jF

0ij = −1

2
∂jF

ij0 = 0 , (7.2.41)

which, using (7.2.40), writes
∂jE

ij = 0 , (7.2.42)
which is the vacuum Gauss law for the electric tensor field (7.2.36). It is the tensorial
extension of

∇⃗ · E⃗ = 0 . (7.2.43)
Eq. (7.2.42) trivially implies

∂i∂jE
ij = 0 , (7.2.44)

which, together with (7.2.42), is crucial for the property of limited mobility character-
izing the fracton quasiparticles [54, 55, 160, 161]. As we shall show in amoment, while
the Gauss-like equation (7.2.42) holds only for the fracton action (7.2.20), an equation
formally identical to the limited mobility equation (7.2.44) holds for the LG action SLG
(7.2.21), too. In fact, taking the divergence ∂i of the whole EoM (7.2.29) and using
(7.2.28) we have, at g1 = 0, i.e. for LG only,

∂i∂
iF λ0
λ + 2∂i∂jF

ij0 = −∂i∂jΠij |g1=0 = 0 , (7.2.45)
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where we used the cyclicity property in Table 2 of the tensor Fµνρ(x), which in partic-
ular implies

∂i∂jF
0ij = −1

2
∂i∂jF

ij0 . (7.2.46)

The equation (7.2.45) is formally identical to its fracton counterpart (7.2.44), and its
possible consequences on the limited mobility of the gravitational waves are worth to
investigate and to interpret. Finally, taking (7.2.33) at α = i and β = j (or, equivalently,
(7.2.30) at g2 = 0), we have

∂µF
ijµ = ∂0F

ij0 + ∂kF
ijk = − 1

g1
∂0E

ij + ∂kF
ijk = 0 , (7.2.47)

where we used the definition of the electric tensor field Eij(x) (7.2.40). The fracton
EoM (7.2.47) suggests to define the magnetic tensor field, in analogy with the ordinary
vector magnetic field Bi(x) = ϵijk∂

jAk(x) = 1
2ϵijkF

jk(x), as

B j
i ≡ gϵ0ilk∂

lAjk =
g

3
ϵ0iklF

jkl , (7.2.48)

where g is a constant to be suitably tuned. Its inverse is

F ijk ≡ −1

g

(
ϵ0iklB j

l + ϵ0jklB i
l

)
. (7.2.49)

Again, thanks to the definition of the fracton field strength Fµνρ(x) the definition of the
magnetic tensor field, as for the electric one (7.2.40), is explicitely invariant under the
defining covariant fracton symmetry. The EoM (7.2.47) then can be written

− 1

g1
∂0E

ij − 1

g

(
ϵ0ikl∂kB

j
l + ϵ0jkl∂kB

i
l

)
= 0 , (7.2.50)

which turns out to be completely analogous to the electromagnetic Ampère law of elec-
tromagnetism in vacuum

−∂tE⃗ + ∇⃗ × B⃗ = 0 , (7.2.51)
of which (7.2.50) is the tensorial extension. It coincides with Eq.(26) in [160]. From
the definition (7.2.48) we find that the magnetic tensor field is traceless

B p
p = 0 , (7.2.52)

and satisfies
∂aB p

a = 0 , (7.2.53)
which is analogous to the standard Maxwell equation

∇⃗ · B⃗ = 0 , (7.2.54)

and coincides with Pretko’s second equation (38) in [160]. As in standard electromag-
netism, the equation (7.2.53) is a geometric property, consequence of the definition of
the magnetic tensor field B j

i (x) (7.2.48).

Let us now study which information comes from the “Bianchi” identity in Table 2
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• α = 0, β = j

ϵ0iab∂
iF jab =

3

g
∂iB j

i = 0 , (7.2.55)

we therefore recover the tensor magnetic Gauss law (7.2.53).

• α = l, β = i

0 = ϵlµνρ∂
µF iνρ

= ϵlµj0∂
µF ij0 + ϵlµjk∂

µF ijk + ϵlµ0j∂
µF i0j

=
3

2
ϵlmj0∂

mF ij0 + ϵl0jk∂
0F ijk

=
3

2g1
ϵ0lmj∂

mEij +
3

g
∂0B

i
l ,

(7.2.56)

where we used (7.2.37), (7.2.38), (7.2.40) and the definition (7.2.48). Eq.(7.2.56)
is new, and it is the tensorial extension of the Faraday equation of electromagnet-
ism :

∇⃗ × E⃗ + ∂tB⃗ = 0 . (7.2.57)
It coincides with Pretko’s Eq.(36) in [160].

• α = β = 0 and α = i, β = 0 are trivial identities.

Summarizing, from the EoM (7.2.33) and the “Bianchi” identity in Table 2 we have the
following strong analogy with classical electromagnetism :

Maxwell Fractons
∇⃗ · E⃗ = 0 ∂jE

ij = 0

∇⃗ · B⃗ = 0 ∂aB p
a = 0

∇⃗ × E⃗ − ∂tB⃗ = 0 ϵ0lmj∂
mEij − 2g1

g
∂0B i

l = 0

∇⃗ × B⃗ − ∂tE⃗ = 0 − ∂0E
ij − 2g1

g

1

2

(
ϵ0ikl∂kB

j
l + ϵ0jkl∂kB

i
l

)
= 0 .

(7.2.58)
(7.2.59)

(7.2.60)

(7.2.61)

Setting
2g1
g

= −1 (7.2.62)

the last two equations (7.2.60) and (7.2.61) are fully analogous to the corresponding
ordinaryMaxwell equations at the left hand side, and coincides with those introduced
by Pretko in [160] from a completely different point of view, where actually it is written
(7.2.44) rather than the more fundamental (7.2.42).

Fracton action in terms of electric and magnetic tensor fields

We have seen that the fracton action (7.2.8), originally written in terms of the field
Aµν(x), can be written in terms of the tensor Fµνρ(x) as (7.2.20). This makes appar-
ent the strong analogy with the classical electromagnetic Maxwell theory, of which the
fracton theory appears to be the higher rank generalization. This analogy is even more
spectacular when the four equations (7.2.58), (7.2.59), (7.2.60) and (7.2.61) govern-
ing the theory are considered, which can be written in terms of the two electric and
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magnetic tensor fields Eij(x) (7.2.36) and B j
i (x) (7.2.48). As in Maxwell theory, two

equations, namely (7.2.58) and (7.2.61), are the EoM of the action (7.2.20), while the
other two, (7.2.59) and (7.2.60), are consequences of the “Bianchi” identity written in
Table 2 for the tensor Fµνρ(x), hence have a geometrical nature. The analogy with elec-
tromagnetism can be pushed further by noting that the fracton action (7.2.20) can be
written in terms of the electric and magnetic tensor fields as follows :

Sfract =
g1
6

∫
d4xFµνρF

µνρ

=
g1
6

∫
d4x

(
F 0ijF0ij + F ij0Fij0 + F i0jFi0j + F ijkFijk

)
=
g1
6

∫
d4x

(
3

2
F ij0Fij0 + F ijkFijk

)
=
g1
6

∫
d4x

[
−3

2

1

g21
EijEij −

2

g2
ϵ0kmnB l

nϵ0kabB
b
c (δ

a
mδ

c
l + δal δ

c
m)

]
=

1

2

∫
d4x

(
− 1

2g1
EijEij +

2g1
g2
B j
i B

i
j

)
,

(7.2.63)

where, besides the definitions of the electric and magnetic tensor fields (7.2.36) and
(7.2.48), we used the properties of Fµνρ(x) (7.2.37) and (7.2.38), and the tracelessness
of the tensor magnetic field (7.2.52). The result (7.2.63) closely reminds the electro-
magnetic action, whose Lagrangian is proportional to E2 −B2, provided that

g2 = 4g21 , (7.2.64)

which is compatible with the previously found constraint (7.2.62), that wewill assume
from now on.

7.2.3 Stress-energy tensor and fracton Lorentz force

The energy-momentum tensor and conservation laws

The stress-energy tensor for the fracton action Sfract (7.2.20) is

Tαβ = − 2√
−g

δSfract
δgαβ

∣∣∣∣
gαβ=ηαβ

= − g1
3
√
−g

δ

δgαβ

∫
d4x

√
−ggµλgνγgρσFλγσFµνρ

∣∣∣∣
gαβ=ηαβ

=
g1
6
ηαβF

2 − g1
3
ηαγηβλ

(
2F λνρF γνρ + FµνλF γ

µν

)
.

(7.2.65)

Notice that taking the trace of Tµν , we have, in d-spacetime dimensions

T = ηαβTαβ = g1
(d− 6)

6
F 2

∣∣∣∣
d=4

= −g1
3
F 2 , (7.2.66)

which does not vanish in d = 4, differently fromwhat happens inMaxwell theory. The
tracelessness of the stress-energy tensorwould be recovered in d = 6, which, as already
remarked in the introductory part at the beginning of Section 7.2, seem to be the most
natural, although unphysical, spacetime dimensions for fractons. The non-vanishing
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of the trace of the fracton stress-energy tensor is the sign that the theory, already at
classical level, is not scale invariant. This suggests the existence of an energy scale.
Now, since tracelessness is eventually related to the masslessness of the photon, the
fact that the trace (7.2.66) does not vanish might suggest the existence of a mass (as
the typical energy scale) for the fractons, which can be introduced in a similarway as in
LG [214, 215]. The components of the stress-energy tensor are physically interpretable
as follows :

• α = β = 0 gives the energy density T00 = u

T00 = u = −g1
6
F 2 +

g1
3

(
2F 0µνF0µν + Fµν0Fµν0

)
=

1

4g1

(
EijEij −B j

i B
i
j

)
+
g1
2

(
− 1

g1

)(
1

g1

)
EijEij

= − 1

4g1

(
EijEij +B j

i B
i
j

)
,

(7.2.67)

where (7.2.37), (7.2.38), (7.2.63), (7.2.40) and (7.2.64) have been used. Again,
this expression is formally identical to the corresponding electromagnetic result
u ∝ E2 +B2. From the positivity constraint of the energy density u it must be

g1 < 0 , (7.2.68)

and, from now on, we choose
g1 = −1 ; (7.2.69)

• α = 0, β = i gives the Poynting vector T0i = Si

T0i = Si =
1

3
ηiλ

(
2F λνρF0νρ + FµνλFµν0

)
=
1

3
ηij

(
2F jklF0kl + F kljFkl0

)
=
1

6
ηijEkl

(
−2ϵ0jlpB k

p −����ϵ0klpB j
p + ϵ0kjpB l

p

)
=
1

2
ϵ0ilpE

klBp
k ,

(7.2.70)

which, as in Maxwell electromagnetism, is the vector product of the electric and
magnetic tensor fields S⃗ ∝ E⃗ × B⃗ ;

• α = i, β = j gives the stress tensor Tij = σij

Tij = −1

6
ηijF

2 +
1

3
ηjk

(
2F kµνFiµν + FµνkFµνi

)
= −1

6
ηijF

2 − ηjkE
kaEia +

1

3
ηjk

(
2F kabFiab + F abkFabi

)
(7.2.71)

= −1

6
ηijF

2 − ηjkE
kaEia +

1

6
ηjk

(
2δki B

b
a B

a
b − 2B a

i B
k
a + 4B k

a B
a
i − ϵ0akpϵ0biqB

b
p B

q
a

)
= −1

6
ηijF

2 − ηjkE
kaEia +

1

2
ηjk

(
δki B

b
a B

a
b −B a

i B
k
a +B k

a B
a
i

)
= ηijT00 − ηjkηilE

kaEla −
1

2
ηjkηil

(
BlaBk

a −B k
a B

al
)
,
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where we used

2F kabFiab = −1

2

(
ϵ0kbpB a

p + ϵ0abpB k
p

)
(ϵ0ibqB

q
a + ϵ0abqB

q
i)

=
1

2

(
δki B

b
a B

a
b −B a

i B
k
a + 4B k

a B
a
i

)
F abkFabi = −1

4

(
ϵ0akpB b

p + ϵ0bkpB a
p

) (
ϵ0aiqB

q
b + ϵ0biqB

q
a

)
=

1

2

(
δki B

b
a B

a
b −B a

i B
k
a − ϵ0akpϵ0biqB

b
p B

q
a

)
,

(7.2.72)

(7.2.73)

and, from [216],

ϵ0akpϵ0biq = −δab (δki δpq − δpi δ
k
q ) + δai (δ

k
b δ
p
q − δpb δ

k
q )− δaq (δ

k
b δ
p
i − δpb δ

k
i ) , (7.2.74)

so that
ϵ0akpϵ0biqB

b
p B

q
a = −δki B b

a B
a
b +B a

i B
k
a +B k

a B
a
i , (7.2.75)

because of the tracelessness of the magnetic tensor (7.2.52). Finally, we used also
the fact that, because of (7.2.63) and (7.2.67) we have T00 = −1

6F
2 + 1

2B
b
a B

a
b. As

expected, the stress tensor is symmetric i↔ j :

Tij =
1

4
ηij

(
EabEab +B b

a B
a
b

)
− ηabEiaEjb −

1

2
ηab (BiaBjb −BajBbi) . (7.2.76)

Once again, the analogy with Maxwell theory, for which the stress tensor is

σij =
1

2
ηij
(
E2 +B2

)
− EiEj −BiBj , (7.2.77)

is impressive.

Let us now discuss the (on-shell) conservation of the stress-energy tensor

∂νTµν = 0 , (7.2.78)

whose components are

• µ = 0 :

∂νTν0 = ∂0T00 + ∂iTi0

= ∂0u+ ∂iSi

= −1

2

[
Eab∂0E

ab +Ba
b∂0B

b
a − ϵ0ilp∂

i
(
EklBp

k

)]
= −1

2

[
ϵ0aklEab∂kB

b
l + ϵ0amnB

a
b∂
mEbn − ϵ0ilp∂

i
(
EklBp

k

)]
=

1

2
ϵ0amn

[
Eab∂mBn

b +Bn
b∂
mEab − ∂m

(
EabBn

b

)]
= 0 ,

(7.2.79)

wherewe used the EoM (7.2.50) and (7.2.56). The continuity equation is therefore
verified on-shell

∂iSi + ∂0u = 0 . (7.2.80)



92 fractons

• µ = i :
∂νTνi = ∂0T0i + ∂jTji

= ∂0Si + ∂jσji

= −1

2
ϵ0imn∂0 (E

amBn
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∂kB
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(
δbi δ
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Eam∂bEac + ∂iu− ηil∂k

(
EkaEla
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− ηil∂k

(
BlaBk
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=
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[
(3Bn
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n ∂mB
n
i)− 2Eab∂bEai

]
(7.2.81)

̸= 0 ,

where (7.2.50), (7.2.56), (7.2.74) and (7.2.42) have been used. Differently from
the continuity equation (7.2.80), the spatial components of the divergence of the
stress-energy tensor do not vanish. Now, what should we expect actually ? If
we think of the stress-energy tensor as the conserved current associated to the
diffeomorphism symmetry, as the definition (7.2.65) suggests, it should not be
conserved in a theory like the fracton one, which is not diffeomorphism invariant
(7.2.12). On the other hand, we are facing here with a partial conservation of the
stress-energy tensor, because its time component is indeed conserved, yielding
the continuity equation (7.2.80), which relates the flux of the energy density to
the divergence of the momentum density. The partial conservation of the stress-
energy tensor might be explained by observing that the fracton symmetry (7.2.5)
is indeed a diff transformation (7.2.6) with a particular choice of the vector diff
parameter.

Fracton Lorentz force

It is interesting to study how the physics is modified if matter is introduced by means
of a symmetric rank-2 tensor Jµν(x) = Jνµ(x) coupled to the fracton field Aµν(x)

Sfract → Stot = Sfract + SJ , (7.2.82)
whereSfract is the pure fractonic action (7.2.8) (or (7.2.20)), andSJ is thematter action

SJ ≡ −
∫
d4xJµνAµν . (7.2.83)

The EoM (7.2.33) modifies as
∂µF

αβµ = −Jαβ . (7.2.84)
We observe that, due to the cyclicity identity in Table 2, Jαβ is conserved in the follow-
ing sense

∂α∂βJ
αβ = 0 . (7.2.85)
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The components of the EoM (7.2.84) are

• α = β = 0 :
∂iF

00i = −J00 = 0 , (7.2.86)
which vanishes because of (7.2.37), consequence of (7.2.35). Hence, there is no
coupling with A00(x), as expected, since it is not a dynamical degree of freedom
of the theory, due to (7.2.23).

• α = 0, β = i :
∂jF

0ij = −J0i , (7.2.87)
which, using (7.2.40), becomes

∂jE
ij = 2J i0 . (7.2.88)

Taking the divergence of (7.2.88) we find the analogous of the Gauss law

∂i∂jE
ij = ρ , (7.2.89)

where we defined the charge density

ρ ≡ 2∂iJ
i0 . (7.2.90)

This equation plays a central role in [54, 55, 160, 161, 175], since it yields not only
the charge neutrality condition, but also the vanishing of the total dipolemoment.
In fact, integrating (7.2.89), we get∫

dV ∂i∂jE
ij =

∫
dV ρ = 0 , (7.2.91)

which states that the total charge inside an infinite volume is zero. Moreover,
from (7.2.89) we also have∫

dV xk∂i∂jE
ij =

∫
dV xkρ =

∫
dV pk = 0 , (7.2.92)

according to which the dipole moment density, defined as

pk = xkρ , (7.2.93)

of an infinite volume vanishes.

• α = i, β = j :
∂µF

ijµ = −J ij , (7.2.94)
which, using (7.2.50), becomes

−∂0Eij +
1

2

(
ϵ0ikl∂kB

j
l + ϵ0jkl∂kB

i
l

)
= J ij . (7.2.95)

Differentiating with ∂i∂j , we have

0 = ∂0∂i∂jE
ij + ∂i∂jJ

ij

= ∂0ρ+ ∂i∂jJ
ij ,

(7.2.96)
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where (7.2.89) has been used. It is a kind of continuity equation [160, 172, 213],
which can also be obtained from the conservation equation (7.2.85)

0 = ∂α∂βJ
αβ = 2∂0∂iJ

0i + ∂i∂jJ
ij = ∂0ρ+ ∂i∂jJ

ij , (7.2.97)
where we have used the definition of the density charge ρ(x) (7.2.90) and the fact
that J00(x) = 0 (7.2.86).

It is also interesting to see how the (partial) conservation of the stress-energy tensor is
modified by the presence of matter. The continuity equation (7.2.80) is modified as

∂νTν0 = ∂0T00 + ∂iTi0 = ∂0u+ ∂iSi = EabJ
ab , (7.2.98)

while the spatial components of (7.2.81) acquire the term in the last row

∂νTνi = ∂0T0i + ∂jTji = ∂0Si + ∂jσji =
1

4

[
(3Bn

i∂mB
m
n + 2B m

n ∂mB
n
i)− 2Eab∂bEai

]
+
1

2
ϵ0imnJ

amBn
a − 2Ja0Eia , (7.2.99)

The additional terms appearing in (7.2.98) and (7.2.99) can be easily interpreted if,
again, we think to the standard Maxwell theory of electromagnetism, where the diver-
gence of the stress-energy tensor in presence of matter involves the 4D “Lorentz force”
per unit volume on matter fµ :

∂νT
µν + fµ = 0 . (7.2.100)

At the right hand side of (7.2.98) appears
f0 = EabJ

ab , (7.2.101)
which is the analogous of the electromagnetic power E⃗ · J⃗ . The last term at the right
hand side of (7.2.99)

f i = 2Ja0E
ia − 1

2
ϵ0imnJamB

a
n (7.2.102)

can be traced back to the generalized Lorentz force on a dipole pi(x) moving with ve-
locity vi proposed in [160] once we take

J0i ∼ pi , (7.2.103)
and

J ij ∼ pivj + pjvi . (7.2.104)
The first identification (7.2.103) is compatible with (7.2.92), when (7.2.88) is taken into
account, and the second relation (7.2.104) agreeswith themicroscopic lattice definition
of the current of a dipole made in [160, 198]. What is remarkable is that we recover
here as part of the conservation law of the stress-energy tensor the picture conjectured
in [160] : the isolated electric monopoles of the theory described by the action (7.2.20)
are fractons, which do not respond to the electromagnetic fields and, hence, do not
move, due to the dipole conservation constraint (7.2.89). What we find here is that,
instead, dipole motion, which preserves the global dipole moment, does respond to
the electromagnetic field tensors Eij(x) and B j

i (x) according to (7.2.102), like a con-
ventional charge particle responds to an ordinary electromagnetic field. Hence, from
(7.2.102), we confirm the “intuition” proposed in [160] concerning the Lorentz force
on a fracton dipole.
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7.2.4 θ-term

In ordinary vector gauge field theory, it is known that a term can be added to the
Maxwell action (or to its non-abelian extension, namely the Yang-Mills theory) : the
so called θ-term, which has the form

Sθ ∼ θ

∫
d4x ϵµνρσFµνFρσ ∼ θ

∫
d4x E⃗ · B⃗ , (7.2.105)

where θ is a constant parameter. The θ-term represented by (7.2.105) is topological,
since it does not depend on the spacetime metric, and it is a total derivative, hence
it does not contribute to the EoM. Nonetheless, the θ-term is relevant in several con-
texts, like axion electrodynamics, the Witten effect and the strong CP problem (see for
instance [179, 206–209]). For what concerns the fracton theory, in [175] the θ-term
has been generalized as EijBij , in analogy with the fractonic Hamiltonian density, as-
sumed to be proportional to (EijE

ij + BijB
ij). Considering a compact tensor gauge

field, which implies a “magnetic” monopole (∂iBij = gi ̸= 0), the introduction of the
θ-term gives to the Gauss constraint an additional contribution related to the “mag-
netic” field. As for dyons in the Witten effect [180], the “electric” charge thus gains an
additional contribution related to the “magnetic” vector charge [54, 55, 175]. On the
other hand the possibility of a non-constant θ-term has not yet been investigated in the
context of fractons. The motivation for such a generalization comes from TI, which are
characterized by a step function θ-term, which switches between θ = 0 outside the ma-
terial and θ = π inside. Another example is given by axion models [206, 207], which
describe a dynamical field coupled to photons via a local θ(x)-term. This generates
modified Maxwell equations [208, 209] as follows

∇⃗ · E⃗ = ρ− ∇⃗θ · B⃗

∇⃗ × B⃗ − ∂tE⃗ = J⃗ + ∂tθ B⃗ + ∇⃗θ × E⃗ ,

(7.2.106)
(7.2.107)

where the additional terms contribute as an excess of charge (∇⃗θ · B⃗) and current
(∂tθ B⃗ + ∇⃗θ × E⃗) densities. Thus axion models are frequently used in the context of
condensed matter and TI to mimic a non-constant θ-term, like for instance in [181]. As
we are dealing with a rank-2 tensor theory, an interesting example is the case studied
in [205] in the context of LG, where modified gravitoelectromagnetic [204] equations
analogous to (7.2.106) and (7.2.107) are recovered. According to the formalism pre-
sented in this Section, based on the Maxwell-like construction of a consistent theory
for fractons, the analogous of the θ-term should be the following

Sθ =
1

9

∫
d4x θϵµνρσF

λµνF ρσ
λ =

∫
d4x θϵµνρσ∂

µAλν∂ρAσλ . (7.2.108)

We shall see that this is indeed the case by comparing the consequences of adding this
term to the action Sfract (7.2.8) to the known results concerning the θ-term in the the-
ory of fractons [54, 55, 175] and of LG [205]. Notice that, differently from the standard
θ-term introduced to solve the strong CP problem [179, 217], Sθ is not topological, due
to the contraction of the λ-indices in (7.2.108). Moreover, here θ(x) is not constant, like
in [205]. For instance, θ(x) might be the Heaviside step function, which would corre-
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spond to introducing a boundary at x = 0, as we have seen in the previous Chapters
[1–3, 12, 88]. The contribution of Sθ to the EoM is

δSθ
δAαβ

= −(δγαδ
σ
β + δσαδ

γ
β)∂

ρθ ϵµνρσηλγ∂
µAλν . (7.2.109)

It is interesting to observe that this contribution is the same as the one that in [205]
gives the θ-modified term of the gravitoelectromagnetic equations, where the electric
and magnetic fields are vectors. The EoM (7.2.33) acquire an additional term

δSfract
δAαβ

+
δSθ
δAαβ

= 0 , (7.2.110)

whose components are
• α = β = 0

∂iF
00i − 2∂kθ ϵ0ijk∂

iA0j = 0 , (7.2.111)
which is still solved by A0µ = ∂µA0 (7.2.35) ;

• α = 0, β = i

∂jE
ij − ∂jθ B i

j = 0 , (7.2.112)
which is the tensorial extension of (7.2.106)

∇⃗ · E⃗ = −∇⃗θ · B⃗ ; (7.2.113)

• α = i, β = j

δijab

[
∂0E

ab − ϵ0akl∂kB
b
l + ηac

(
ϵ0nmb∂nθ Emc + ∂0θ B

b
c

)]
= 0 , (7.2.114)

where we defined the symmetrized delta

δabij ≡ 1

2
(δai δ

b
j + δbi δ

a
j ) , (7.2.115)

which agrees with (7.2.107)

∇⃗ × B⃗ − ∂tE⃗ = ∂tθ B⃗ + ∇⃗θ × E⃗ . (7.2.116)

Therefore Eqs. (7.2.110) are generalized tensorial θ-modified Maxwell equations. In
particular, as in the standard modified Maxwell equations [209], we can interpret the
θ-dependent terms as an excess of charge and current densities:

∂jE
ij = ρ̃i ; −∂0Eij +

1

2

(
ϵ0ikl∂kB

j
l + ϵ0jkl∂kB

i
l

)
= J̃ ij ,

with
ρ̃i ≡ ∂jθ B i

j ; J̃ ij ≡ δijabη
ac
(
ϵ0nmb∂nθ Emc + ∂0θ B

b
c

)
.

We have a further confirmation that Sθ (7.2.105) is indeed the correct θ-term when we
write it in terms of the electric and magnetic tensor fields (7.2.36) and (7.2.48)

Sθ = −1

3

∫
d4x θηlmϵ0ijkF

il0Fmjk = −1

2

∫
d4x θEilBil , (7.2.117)

which is the tensorial extension of the standard θ-term Sθ ∼ θ
∫
E⃗ · B⃗ for constant θ

[179].
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7.2.5 Final remarks

In Section 7.1 we have observed that in the Literature the usual approach to deal with
a theory of fractons, is to treat space and time separately, hence non covariantly. The
standard way to proceed is to take the spatial Gauss contraint (7.1.2), written for a
“tensor electric field”Eij(x), as the tool to realize the defining property of fractons, i.e.
their limited mobility, by extending to fracton dipoles the usual conservation law hold-
ing for electric charges. This is usually achieved by introducing a “tensor”, instead of a
vector, potential Aij(x), obeying the generalized spatial gauge transformation (7.1.3).
As we explained, the tensor field Eij(x) was, somehow, defined as the spatial canon-
ical momentum, as in (7.2.31). We say somehow because in the definition of Eij(x) a
scalar field A0(x) appears, as a multiplier introduced by hand in order to enforce the
Gauss constraint. Moreover, given the fracton limitedmobility, it comes naturally to ask
which is the generalization of the Lorentz force, and how the absence of motion could
be compatible with the existence of an electromagnetic Lorentz force, and, above all,
which is the elementary object on which such a force acts. Last but not least, in the Lit-
erature fractons are often seen in relation to gravity in a nontrivial way, starting from
[177]. In this Section we adopted a covariant approach to the theory of fractons. This
is not only a matter of formalism, but, rather, it allows to better understand the nature
itself of these quasiparticles. Themain contribution has thus been to show that, embed-
ding the usual spatial and non-covariant theory of fractons in a more general covariant
gauge field theory, everything goes to the right place naturally, without introducing by
hand any external ingredient. Our unique and starting point, as usual in field theory, is
the covariant transformation (7.2.1), from which the most general covariant invariant
action (7.2.7) is derived. To cite a few new results following this approach, the rela-
tion with linearized gravity appears immediately, since the action (7.2.7) consists of
two terms, one of which, namely (7.2.9), just describes linearized gravity. The theory
of fractons as “emergent electromagnetism”, as often has been called, is evident from
the beginning as well, once we defined the rank-three “electromagnetic” field strength
(7.2.19) by means of which the fracton Lagrangian writes as F 2, just like Maxwell the-
ory (from which the title of the Section). According to our field-theoretical point of
view, the Gauss constraint is not an external constraint anymore, but turns out to be
one of the equations of motion, the others formally coinciding with the Maxwell equa-
tions, which is mostly interesting, in our opinion. Finally, studying the conservation of
the stress-energy tensor, we recovered the Lorentz force (7.2.102), as it was correctly
guessed in [160], fromwhich we see that, as onemight expect, the force acts on fracton
dipoles, and not on isolated charges, thus preserving the absence of mobility for iso-
lated fractons. Here, we remark a subtle point which concerns the stress-energy tensor
of the fracton action. In Section 7.2.3 we computed the stress-energy tensor, defined as

Tαβ = − 2√
−g

δS

δgαβ
, (7.2.118)

andwe show that it has the correct components, which are exactly the higher rank gen-
eralizations of theMaxwell energy density (T00(x)), of the Poynting vector (T0i(x)) and
of the stress tensor (Tij(x)). The time component is conserved on shell, i.e. ∂µTµ0(x) =
0, and gives the continuity equation relating the energy density to the Poynting vec-
tor. So far so good. But the space component of the stress-energy tensor conservation
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law is not exactly conserved. We find a breaking term which might be interpreted as
follows. The stress-energy tensor (7.2.118) is the conserved current associated to the
infinitesimal diff invariance (7.2.2) [105], which is not a symmetry of the theory de-
fined by (7.2.1). Hence, the stress-energy tensor (7.2.118) should not be conserved.
Nonetheless, the fracton transformation (7.2.1) is a particular case of the general diff
transformation (7.2.2). Hence, it is not that unexpected that the stress-energy tensor
is almost conserved. A further confirmation that Tαβ(x) (7.2.118) is the correct one is
that, when matter is added, quite remarkably the conservation equation gives exactly
the Lorentz force for fracton dipoles that has been conjectured in [160].

7.3 gauge for two

The aim here is to study the theory of fractons from the field theoretical point of view
where, again, peculiar and unusual features appear. In our approach, presented in the
previous Section, fractons are described by a gauge field theory involving a symmetric
tensor field Aµν(x) transforming as

δAµν = ∂µ∂νΛ , (7.3.1)

where Λ(x) is a scalar local gauge parameter. The transformation (7.3.1) is a particular
case of the infinitesimal diffeomorphisms

δdiffAµν = ∂µΛν + ∂νΛµ , (7.3.2)

when the vector gauge parameter Λµ(x) is the derivative of a scalar field

Λµ =
1

2
∂µΛ . (7.3.3)

Themost general action Sinv (7.2.7) invariant under the fracton symmetry (7.3.1) is the
sum of two terms, one of which, (7.2.9), can be immediately identified as LG [105, 211].
This term is to be expected since the infinitesimal diffeomorphisms (7.3.2), which is the
defining symmetry of LG, embeds the fracton symmetry (7.3.1) through (7.3.3). We
have shown in the previous Section that the other term (7.2.8) describes a theory with
pure fractonic features [4] : from this term one can recover all the properties charac-
terizing the so called “scalar charge theory” of fractons [160], including Maxwell-like
equations of which the Gauss law is at the origin of the limited mobility property that
defines fractons [54, 55, 160, 161, 189]. Since the transformation (7.3.1) is a particu-
lar case of the more general infinitesimal diffeomorphism (7.3.2), which is a gauge
transformation [105, 211, 215, 218], the theory of the symmetric tensor field Aµν(x)

defined by the symmetry (7.3.1) is a gauge field theory as well. Evidence of this ap-
pears when trying to compute the propagator from the quadratic action Sinv (7.2.7),
which, similarly to the electromagnetic Maxwell theory, leads to a non invertible ma-
trix. Therefore a gauge fixing term must be added. For any other gauge field theory,
this procedure goes smoothly thanks to the Faddeev-Popov procedure [71], which fo-
cuses on the gauge parameter, and in particular on its tensorial character. In (7.3.1)
the gauge parameter is a scalar, and this would require a scalar gauge fixing condition.
The most general covariant one is

∂µ∂νAµν + κ∂2A = 0 , (7.3.4)
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whereκ is a constant gauge fixing parameter. This is analogous to the covariant Lorentz
condition for the vector field Aµ(x)

∂µAµ = 0 . (7.3.5)
The standard situation in gauge field theory is that of having a gauge field, represented
by a p-tensor field, and a (p−1)-tensorial gauge parameter. This is the case of all known
gauge theories. We already mentionedMaxwell theory, or its non-abelian counterpart,
the Yang-Mills theory, but this is also true for higher rank theories, like the topological
BF theories in any dimensions [14]. Linearized Gravity, described by a symmetric
tensor field and by the symmetry (7.3.2), does not escape this rule. In this case, the
commonly used gauge fixing condition is vectorial [211, 214, 219]

∂νAµν + κ∂µA = 0 . (7.3.6)
Due to the presence of the parameter κ, the gauge fixing conditions (7.3.4) and (7.3.6)
represent a class of covariant gauges. For instance, in (7.3.6) the particular case κ = −1

2

corresponds to the “harmonic” gauge fixing [105, 218]. The theory we are considering
here is, again, quite peculiar. Not only because, as we have seen, it displays a “non-
coupling” constant, but also because it is defined by the gauge transformation (7.3.1),
which associates a scalar gauge parameter to a rank-2 symmetric tensor field. Concern-
ing the gauge fixing procedure, one might therefore look at both sides of (7.3.1), each
of which opens a different path. Looking at the right hand side of (7.3.1), one sees a
scalar gauge parameter and this leads to adopt the scalar gauge condition (7.3.4). This
standard way has been followed in [178], where the propagators have been derived
and the degrees of freedom have been studied. The scalar gauge condition (7.3.4) has
two important drawbacks. The first is that the Landau gauge ξ = 0 turns out to be
mandatory. The theory seems not to be defined outside this gauge. Now, it is true that
physical results should not depend on the gauge choice, but, still, being forced to a
unique choice is unpleasant, and it would be much preferable to find all the physical
results in a generic gauge and to show that they do not, indeed, depend on a particular
choice. The second reason is that the scalar gauge condition (7.3.4) does not allow to
reach the limit of pure LG, which necessarily needs the vector gauge condition (7.3.2).
This results in a singularity both in the propagators of the theory and in the degrees of
freedom, which indeed has been found in [178] : the theory with the scalar gauge con-
dition (7.3.4) is not defined in the limit of pure LG. The alternative, which we consider
in this Section, is to focus on the left hand side of (7.3.1), where the same symmetric
rank-2 tensor field of LG appears, and decide to adopt the same vectorial gauge condi-
tion (7.3.6) as LG. In doing so, two questions should be answered :

1. is the vector gauge condition a good gauge fixing, or, equivalently, do the propa-
gators exist in the pure fractonic limit, possibly without being forced to choose a
particular gauge ?

2. in gauge field theory the gauge fixing condition serves to eliminate the redun-
dant degrees of freedom which render infinite the Green functions’ generating
functional Z[J ]

Z[J ] =

∫
[dhµν ]e

iSinv+
∫
JµνAµν . (7.3.7)

Do the fact of imposing four (vector) gauge conditions instead of one (scalar) af-
fect the number of physical degrees of freedom of the whole theory Sinv (7.2.7) ?
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The above are legitimate and well posed questions and, naively, one might answer pos-
itively to both. To the first simply because four conditions are more than one, and one
expects that they are more than enough to invert the gauge fixed action to find the
propagators; to the second for the same reason : four conditions are more than one,
and hence the degrees of freedom which are eliminated are too much and differ from
those “killed” by the scalar gauge choice (7.3.4). We shall see that the propagators are
not singular in the limits of pure fractons or pure LG and that the number of physical de-
grees of freedom is the same for the two gauge fixing choices (7.3.4) and (7.3.6), which
therefore are equivalent, with the advantage that the vectorial choice (7.3.6) does not
constrain us to the Landau gauge and allows to easily recover LG.

The analysis of the gauge structure of the covariant fracton theory presented in this
Section is organized as follows :

7.3.1 The model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
7.3.2 Propagators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.3.3 Degrees of freedom . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
7.3.4 Final remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

In Section 7.3.1, starting from the symmetry (7.3.1), the action of the theory is intro-
duced, which consists of two terms: LG and a fractonic term. The vector gauge condi-
tion (7.3.6) is realized by adding a gauge fixing term to the action. In Section 7.3.2 the
propagators are computed, and the singularities are studied, which correspond to par-
ticular phases of the theory. In Section 7.3.3 we study the degrees of freedom, and we
verify that their counting coincides with the known one [178], without the drawback
of being confined to the Landau gauge, which reassures of the fact that the number of
degrees of freedom does not depend on a particular choice and that the alternative vec-
torial gauge fixing condition (7.3.6) is, indeed, a good one. In Section 7.3.4 we discuss
our results.

7.3.1 The model

Let us consider the 4D theory of a symmetric tensor field Aµν(x) which transforms
as (7.3.1). The choice (7.3.3) is motivated by the fact that the theory defined by the
symmetry (7.3.1) describes the so called “fractons”. The most general action invariant
under (7.3.1) was found in Section 7.2 to be

Sinv(g1, g2) = g1Sfract + g2SLG , (7.3.8)
where

Sfract =

∫
d4x

(
Aµν∂ρ∂µAρν −Aµν∂

2Aµν
) (7.3.9)

SLG =

∫
d4x

(
−A∂2A+Aµν∂

2Aµν + 2A∂µ∂νA
µν − 2Aµν∂ρ∂µAνρ

)
,(7.3.10)

and A(x) is the Minkowskian trace of Aµν(x)
A = ηµνAµν . (7.3.11)
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The action (7.3.8) appears to be the linear combination of two terms, which we rec-
ognize to be the action SLG of LG [105, 211] and the pure covariant fractonic action
previously described [4, 178]. The actions SLG and Sfract are separately invariant un-
der (7.3.1)

δSLG = δSfract = 0 , (7.3.12)
and g1,2 are constants, on which we will come back in a moment. Notice that while
the space of 4D local integrated functionals invariant under (7.3.1) is the linear com-
bination (7.3.8) of two elements, the infinitesimal diffeomorphism symmetry (7.3.2)
uniquely determines one functional only : the LG action SLG (7.3.10)

δdiffSLG = 0 , (7.3.13)

under which the fractonic action Sfract (7.3.9) is not invariant, as we have seen in
(7.2.12). In other words, the “fractonic” symmetry (7.3.1) is less constraining than
the diffeomorphism transformation (7.3.2), of which it is a particular case. The action
(7.3.8) actually depends on one constant only, because of the possibility of redefining
the gauge field by a multiplicative constant cwithout affecting the physical content of
the theory: Aµν → cAµν . Nevertheless, we will keep both g1 and g2, in order to track
the contributions of the gravitational (g1 → 0) and the fractonic (g2 → 0) parts. Con-
cerning the gauge fixing, the standard way to realize the condition (7.3.6) is to add to
the invariant action (7.3.8) the gauge fixing term

Sgf (ξ, κ) = − 1

2ξ

∫
d4x (∂νAµν + κ∂µA)

2 , (7.3.14)

as it has been done in [214, 215, 218, 219] for LG alone. In a fully equivalentway, (7.3.14)
can be linearized by means of a Lagrange multiplier bµ(x), also known as Nakanishi-
Lautrup field [107, 108] :

Sgf (ξ, κ) =

∫
d4x

[
bµ (∂νAµν + κ∂µA) +

ξ

2
bµb

µ

]
. (7.3.15)

In Sgf (ξ, κ) two gauge fixing parameters appear : ξ and κ. The first -ξ- governs the type
of gauge fixing. For instance ξ = 0 and ξ = 1 are respectively the Landau and Feynman
gauges. The second -κ- tunes the type of gauge fixing picked up by ξ. For instance, the
Landau gauge in LG corresponds to a class of gauge choices, and it is realized by ξ = 0

and generic κ.

7.3.2 Propagators

To find the propagators of the theory, we write the gauge fixed action

S(g1, g2; ξ, κ) = Sinv(g1, g2) + Sgf (ξ, κ) (7.3.16)

in momentum space :∫
d4p

(
Ãµν(p) b̃γ(p)

)(Ωµν,αβ(p) Λ∗
µν,λ(p)

Λγ,αβ(p) Hγλ(p)

)(
Ãαβ(−p)
b̃λ(−p)

)
, (7.3.17)

where Ωµν,αβ(p), Λ∗
µν,λ(p) and Hγλ(p) are p-dependent tensor operators. The propaga-

tors of the theory are obtained by inverting the operator matrix appearing in (7.3.17).
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In order to do this, it is useful to write Ωµν,αβ(p), Λαβ,µ(p) and Hµα(p) on the corre-
sponding tensorial basis, as follows

Ωµν,αβ = t Aµν,αβ + uBµν,αβ + v Cµν,αβ + z Dµν,αβ + wEµν,αβ (7.3.18)
Λαβ,µ = − i

2
[f (dαµpβ + dβµpα) + g dαβpµ + l eαβpµ] (7.3.19)

Hµα = r dµα + s eµα , (7.3.20)

where eµν(p) and dµν(p) are transverse and longitudinal projectors, respectively,

eµν =
pµpν
p2

; dµν = ηµν − eµν , (7.3.21)

and the rank-4 tensor Ωµν,αβ(p) (7.3.18) is expanded on a basis of operators

Xµν,αβ ≡ (A,B,C,D,E)µν,αβ (7.3.22)

which can be found in Appendix A.2, together with their properties. The coefficients
appearing in (7.3.18), (7.3.19) and (7.3.20) are found to be

t = (g1 + 2g2)p
2 ; u = 0 ; v = (g1 − g2)p

2 ; z =
1

2
g1p

2 ; w = 0 (7.3.23)

f =
1

2
; g = κ ; l = 1 + κ ; r =

ξ

2
; s =

ξ

2
. (7.3.24)

The propagators of the theory are organized in a matrix of tensor operators as well(
Ĝαβ,ρσ Ĝαβ,τ

Ĝ∗λ,ρσ Ĝλτ

)
, (7.3.25)

where

Ĝαβ,ρσ = ⟨Ãαβ Ãρσ⟩ = t̂ Aαβ,ρσ + û Bαβ,ρσ + v̂ Cαβ,ρσ + ẑ Dαβ,ρσ + ŵ Eαβ,ρσ (7.3.26)
Ĝαβ,ρ = ⟨Ãαβ b̃ρ⟩ = i

[
f̂ (dαρpβ + dβρpα) + ĝ dαβpρ + l̂ eαβpρ

]
(7.3.27)

Ĝαρ = ⟨b̃α b̃ρ⟩ = r̂ dαρ + ŝ eαρ , (7.3.28)

and the set of coefficients {
t̂ , û , v̂ , ẑ , ŵ , f̂ , ĝ , l̂ , r̂ , ŝ

}
(7.3.29)

are determined by the request that the matrix of propagators (7.3.25) satisfies(
Ωµν,αβ Λ∗

µν,λ

Λγ,αβ Hγλ

)(
Ĝαβ,ρσ Ĝαβ,τ

Ĝ∗λ,ρσ Ĝλτ

)
=

(
I ρσ
µν 0

0 δ τγ

)
, (7.3.30)

where Iµν,αβ is the rank-4 tensor identity

Iµν,ρσ =
1

2
(ηµρηνσ + ηµσηνρ) . (7.3.31)
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In Appendix B.2.1 we show that the four tensor equations (7.3.30) are solved by

t̂ =
(4κ+ 1)

(κ+ 1)(g1 + 2g2)p2
; û =

κ(4κ+ 1)− 2ξ(g1 + 2g2)

(κ+ 1)2(g1 + 2g2)p2
(7.3.32)

v̂ =
1

(g1 − g2)p2
; ẑ =

4ξ

(2ξg1 − 1)p2
(7.3.33)

ŵ =
−4κ

(κ+ 1)(g1 + 2g2)p2
; f̂ =

−2

(2ξg1 − 1)p2
(7.3.34)

ĝ = 0 ; l̂ =
2

(κ+ 1)p2
(7.3.35)

r̂ =
4g1

(2ξg1 − 1)
; ŝ = 0 . (7.3.36)

Nowwe can answer the first of our questions, concerning the fractonic limit : the vector
gauge fixing condition (7.3.6) is a good one not only for LG (g1 = 0), but also for
the pure fractonic case (g2 = 0), as expected. On the other hand, we see that the
propagators are singular in four cases :

g1 + 2g2 = 0 (7.3.37)
g1 − g2 = 0 (7.3.38)

2ξg1 − 1 = 0 (7.3.39)
κ+ 1 = 0 . (7.3.40)

Forwhat concerns the singularity (7.3.40), it simply implies that the “secondary” gauge
fixing parameter κ, which tunes the gauge fixing choice of the “primary” parameter ξ
in Sgf (7.3.15), should be

κ ̸= −1 , (7.3.41)
as it happens also in LG [214, 215, 218, 219]. The remaining singularities involve the
action parameters g1 and g2 and the gauge fixing parameter ξ. The poles in the prop-
agators give us information on the structure of the theory. For instance, they might
signal the presence of masses, possibly not standard, as in the topologically massive
Maxwell-Chern-Simons theory [70]. Or theymight indicate the presence of phase tran-
sitions in the theory, like in QCD [220, 221], or in the sigma model [222, 223], or in the
fracton theory itself [178]. Therefore, the singularities appearing in the propagators of
the theory Sinv should be treated separately and with care.

• g1 = g2
In this case, after a field redefinition, the invariant action (7.3.8) is

Sinv(g1, g2)|g1=g2 =

∫
d4p (Ãp2Ã− 2ÃpµpνÃ

µν + ÃµνpρpµÃνρ) . (7.3.42)

Notice that defining
Ãρ ≡ pρÃ− pνÃ

ρν , (7.3.43)
the action (7.3.42) trivializes into

Sinv(g1, g2)|g1=g2 = −
∫
d4p ÃρÃρ , (7.3.44)

which does not contain any kinetic term. Hence, the singularity at g1 = g2 is
explained as a point where the theory trivializes and does not propagate, and
this case will be excluded from now on.
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• g1 + 2g2 = 0

In this case the invariant action (7.3.8), after a field redefinition, reads

Sinv(g1, g2)|g1+2g2=0 =

∫
d4p

(
Ãp2Ã− 3Ãµνp

2Ãµν − 2ÃpµpνÃ
µν + 4ÃµνpρpµÃνρ

)
.

(7.3.45)
We see that with this choice the action does not depend on the trace Ã(p). In fact,
defining

Āµν(p) ≡ Ãµν(p)−
1

4
ηµνÃ(p) , (7.3.46)

with
Ā(p) = 0 , (7.3.47)

the action (7.3.45) can be written in terms of Āµν(p) only :

Sinv(g1, g2)|g1+2g2=0 =

∫
d4p

(
−3Āµνp

2Āµν + 4ĀµνpρpµĀνρ
)
. (7.3.48)

Hence, in this case the theory is traceless, and the singularity at the point g1 +

2g2 = 0 indicates a change in the counting of the degrees of freedom, as we shall
explicitly show. The gauge fixing term (7.3.15) does not depend on the trace
A(x) anymore and, hence, on the gauge fixing parameter κ. In momentum space
it reads

Sgf (ξ) =

∫
d4p

(
−ib̃µpνĀµν +

ξ

2
b̃µb̃

µ

)
. (7.3.49)

The propagators of the traceless theory arewell defined, and the coefficients, com-
puted in Appendix B.2.2, are

t̂ = − 1

3p2
û =

2ξ

(2ξ − 1)p2
(7.3.50)

v̂ = − 1

3p2
ẑ =

−4ξ

(4ξ + 1)p2
(7.3.51)

ŵ = 0 f̂ =
2

(4ξ + 1)p2
(7.3.52)

ĝ = 0 l̂ =
−2

(2ξ − 1)p2
(7.3.53)

r̂ =
8

(4ξ + 1)
ŝ =

4

(2ξ − 1)
. (7.3.54)

From the above coefficientswe see that the particular values of the primary gauge
parameter ξ = −1/4 and ξ = 1/2 should be excluded.

• 2ξg1 − 1 = 0

We first notice that this singularity is not present in the pure LG case g1 = 0,
as it is readily seen from the coefficients ẑ (7.3.33), f̂ (7.3.34) and r̂ (7.3.36) of
the propagators. Then, we remark that g1 is a physical parameter, hence cannot
depend on ξ, which is a gauge, unphysical, parameter. Thismeans that 2ξg1−1 =

0 should be interpreted as a singularity in ξ as a function of g1, and not viceversa.
In other words, we shall not exclude values of g1 in order to admit a particular
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gauge, but, rather, the singularity must be read as a condition on the gauge fixing
parameter ξ :

ξ ̸= 1

2g1
. (7.3.55)

We consider the gauge fixing term (7.3.14), before the the introduction of the
Lagrange multiplier bµ(x). At 2ξg1 − 1 = 0 the gauge fixed action is

S(g1, g2; ξ, κ)|2ξg1−1=0 =

∫
d4p

[
(g2 − g1κ

2)Ãp2Ã− (g2 − g1)Ãµνp
2Ãµν+

−2(g2 + g1κ)ÃpµpνÃµν + 2(g2 − g1)Ã
µνpµp

ρÃνρ

]
. (7.3.56)

Using the general results of Appendix B.2.1 it is easy to verify that this theory
does not have propagators. As a remark, if we choose also κ + 1 = 0, we find a
curious result

S(g1, g2; ξ, κ)|2ξg1−1=0,κ+1=0 = (g2 − g1)SLG . (7.3.57)

This means that with the particular gauge choice which involves both the singu-
larities in the two gauge parameters ξ and κ, the gauge fixing procedure fails in
choosing one representative for each gauge orbit, which is what the gauge fix-
ing is supposed to do. In fact, according to (7.3.57), in this particular gauge, the
fracton contribution disappears, and the gauge fixed action coincides with SLG
alone, which still needs to be gauge fixed. It also appears the fact which we al-
ready know that for g1 = g2, which is the trivial, non propagating case already
considered, the action vanishes. We thus showed that for ξ = 1/2g1 and κ = −1

the gauge fixed action S(g1, g2; ξ, κ) coincides with the invariant, not gauge fixed,
action SLG.

7.3.3 Degrees of freedom

The counting of the degrees of freedomof the theory described by the actionSinv (7.3.8)
is a crucial point. This is true in general, but for thismodel it is evenmore true. Whatwe
already know from [178] is that, if we adopt the standard scalar gauge choice (7.3.4),
which is the natural one when dealing with a gauge transformation depending on a
scalar parameter, the degrees of freedom turn out to be six, as in LG alone (five in the
traceless case), as if the fractonic contribution Sfract (7.3.9) was not present. However,
in [178] the choice of the Landau gauge appears to be mandatory, which is rather un-
pleasant, although the physical results should not depend on the gauge choice. Still,
it would be preferable to avoid such a restriction, which instead seems unavoidable in
the scalar gauge. This, together with the fact that LG cannot be reached as a limit, leads
us to conclude that the scalar gauge choice is not that natural, as the direct application
of the Faddeev-Popov procedure would suggest. The aim is therefore to see whether
the alternative and, at first sight, exotic choice of the vector gauge condition (7.3.6)
is an acceptable, and possibly better, one. In the previous Subsection we passed the
first test: we have seen that the vector gauge condition leads to well defined propaga-
tors, with a pole which corresponds to the traceless theory, in accordance to the scalar
case [178]. In this Subsection, instead, we face the trickier point of the counting of the
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degrees of freedom. Not only we should recover the known result, but, and more im-
portant, we should show that the number of degrees of freedom does not depend on
the gauge choice, which was impossible with the scalar gauge condition (7.3.4) frozen
in the Landau gauge. This fact is not obvious, since the role of the gauge fixing is to
eliminate the redundant degrees of freedom, in order to render finite the path integral
Z[J ] (7.3.7), and the justified fear is that the four conditions represented by the vector
choice (7.3.6) might lead us to underestimate the degrees of freedom with respect to
the unique scalar condition (7.3.4). The usual way to count the degrees of freedom
is to look for the constraints deriving from the equations of motion of the gauge fixed
action

S(g1, g2; ξ, κ) = Sinv(g1, g2) + Sgf (ξ, κ) , (7.3.58)
where the invariant action Sinv(g1, g2) and the gauge fixing term Sgf (ξ, κ) are given by
(7.3.8) and (7.3.15), respectively. In momentum space, we get

δS

δÃµν
= 2g2ηµνp

2Ã+ 2(g1 − g2)p
2Ãµν − 2g2ηµνpαpβÃ

αβ − 2g2pµpνÃ (7.3.59)

+(2g2 − g1)p
α(pµÃαν + pνÃαµ) +

i

2
(pν b̃µ + pµb̃ν) + iκηµνpαb̃

α = 0

δS

δb̃µ
=− ipαÃαµ − iκpµÃ+ ξb̃µ = 0 . (7.3.60)

If our task was just to count the degrees of freedom, given that they must not depend
on the gauge choice, we would immediately find the result by choosing ξ = κ = 0 in
Sgf (7.3.15), which belongs to the class of Landau gauges. The b̃µ-equation of motion
(7.3.60) gives

pαÃαµ = 0 , (7.3.61)
which are the four constraints needed to recover the six degrees of freedom (five in
the traceless case) which we expect for the symmetric rank-2 tensor field Aµν(x). But
we want more, that is to show that this number does not depend on the gauge choice,
whichwould render the vector gauge condition a goodoneunder any respect. Achieved
that, the vector choice would be even preferable to the scalar one, since the Landau
gauge would not be the only possibility, and LG could be obtained as a limit. Hence we
proceed without choosing a particular gauge, and we saturate (7.3.59) with ηµν , eµν(p)
(7.3.21) and pµ :

ηµν
δS

δÃµν
= 2(g1 + 2g2)

(
p2Ã− pαpβÃ

αβ
)
+ i(1 + 4κ)pαb̃

α = 0 (7.3.62)

eµν
δS

δÃµν
= i(1 + κ)pαb̃

α = 0 (7.3.63)

pν
δS

δÃµν
= 2g1p

α
(
p2Ãαµ − pµp

βÃαβ

)
+ ip2b̃µ + i(1 + 2κ)pµpαb̃

α = 0 . (7.3.64)

Multiplying (7.3.60) by pµ, we get

pµ
δS

δb̃µ
= ipαpβÃ

αβ + iκp2Ã− ξpαb̃
α = 0 . (7.3.65)

We separately study the generic case g1 + 2g2 ̸= 0 and the traceless case g1 + 2g2 = 0 .
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Case g1 + 2g2 ̸= 0

From (7.3.63), remembering that κ+ 1 ̸= 0, we get the condition

pαb̃
α = 0 , (7.3.66)

which, plugged in (7.3.60), (7.3.62), (7.3.64) and (7.3.65), yields

ξb̃µ = i
(
pαÃαµ + κpµÃ

)
(7.3.67)

(g1 + 2g2)
(
p2Ã− pαpβÃ

αβ
)
= 0 (7.3.68)

2g1p
α
(
p2Ãαµ − pµp

βÃαβ

)
+ ip2b̃µ = 0 (7.3.69)

ipαpβÃ
αβ + iκp2Ã = 0 . (7.3.70)

Now, since we are outside the critical point g1 + 2g2 = 0 (7.3.37), from (7.3.68) and
(7.3.70) we have

p2Ã = pαpβÃ
αβ (7.3.71)

−κp2Ã = pαpβÃ
αβ , (7.3.72)

that is
(1 + κ)p2Ã = 0 ⇒ p2Ã = 0 , (7.3.73)

hence
pαpβÃ

αβ = 0 . (7.3.74)
Notice that the conditions (7.3.73) and (7.3.74) are the ones holding for LG alone (g1 =
0) [214, 219]. It appears, therefore, that the fracton contribution (g2 = 0) (7.3.9) to
the total invariant action (7.3.8) is irrelevant as far as the degrees of freedom are con-
cerned, which is an unexpected result. Nonetheless we can directly check this result.
Substituting the conditions (7.3.73) and (7.3.74) into (7.3.69), we find

−ip2b̃µ = 2g1p
2pαÃαµ . (7.3.75)

Using (7.3.67) and (7.3.73), assuming ξ ̸= 0, i.e. excluding for the moment the Landau
gauge, equation (7.3.75) becomes

(2g1ξ − 1)p2pαÃαµ = 0 . (7.3.76)

We previously studied the case 2g1ξ − 1 = 0, which we now exclude. This means that

p2pαÃαµ = 0 (7.3.77)

and, from (7.3.75),
p2b̃µ = 0 . (7.3.78)

We now define
J̃α ≡ pβÃαβ , (7.3.79)

which, because of (7.3.74), is a conserved current

pαJ̃α = 0 . (7.3.80)
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The solution of (7.3.80) is
J̃α = ϵαµνρp

µB̃νρ , (7.3.81)
where B̃νρ is a generic antisymmetric tensor. Plugging (7.3.79) in (7.3.77), we have

p2J̃α = p2ϵαµνρp
µB̃νρ = 0 , (7.3.82)

and therefore
p2B̃ρλ = pρB̃λ − pλB̃ρ . (7.3.83)

From (7.3.81) we then deduce that the current Jα vanishes

J̃α = pβÃαβ = 0 . (7.3.84)

We now come back to the Landau gauge ξ = 0, which has been excluded in achieving
the above result. We now show that (7.3.84) holds also in this case. The b̃µ-equation
of motion in the Landau gauge is

pαÃαµ = −κpµÃ . (7.3.85)

The degrees of freedom must not depend on the gauge choice. We therefore choose
κ = 0 and we get

pαÃαµ = 0 , (7.3.86)
which represents four constraints on the 4D symmetric tensor field Ãµν(p). Hence the
number of degrees of freedom are six, at least if g1 + 2g2 ̸= 0. This coincides with the
number of degrees of freedom of LG alone [214, 219]. We have seen that g1 + 2g2 = 0

corresponds to the traceless case, which is interesting and will be treated separately.

Case g1 + 2g2 = 0

As we have seen in Section 7.3.2, this case corresponds to the traceless theory. The
gauge fixed action can be written in terms of the traceless field Āµν(x) (7.3.46), with
κ = 0, and, in momentum space, it reads

S(g1, g2; ξ, κ)|g1+2g2=0,κ=0 =

∫
d4p

(
−3Āµνp

2Āµν + 4Āµνpµp
ρĀνρ − ib̃µpνĀ

µν +
ξ

2
b̃µb̃

µ

)
,

(7.3.87)
whose equations of motion are

δS

δĀµν
= −6p2Āµν + 4pα

(
pµĀαν + pνĀαµ

)
− 2ηµνp

αpβĀαβ (7.3.88)

+ i
2

(
pν b̃µ + pµb̃ν

)
− i

4ηµνpαb̃
α = 0

δS

δb̃µ
= −ipνĀµν + ξb̃µ = 0 , (7.3.89)

where we remind that, for a traceless, symmetric tensor field

δĀαβ

δĀµν
=

1

2

(
δαµδ

β
ν + δαν δ

β
µ

)
− 1

4
ηµνη

αβ . (7.3.90)
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Saturating (7.3.88) with eµν(p) and pν , we get

eµν
δS

δĀµν
= ipαb̃

α = 0 (7.3.91)

pν
δS

δĀµν
= −2p2pαĀαµ + 2pµpαpβĀ

αβ +
i

2
p2b̃µ −

i

4
pµpαb̃

α = 0 . (7.3.92)

From saturating (7.3.89) with pµ, and (7.3.91) we have

pαpβĀ
αβ = 0 . (7.3.93)

If ξ ̸= 0, the Lagrange multiplier b̃µ(p) can be obtained from (7.3.89) and, plugged in
(7.3.92), using (7.3.93), we get

(4ξ + 1)p2pαĀαµ = 0 . (7.3.94)

We have already excluded the gauge choice 4ξ + 1 = 0, which is the propagator singu-
larity 2ξg1 − 1 = 0 at g1 + 2g2 = 0, hence

p2pαĀαµ = 0 . (7.3.95)

Now, using the same argument of Section 7.3.3, involving J̃α(p) (7.3.79) and B̃νρ(p)

(7.3.81), Eqs. (7.3.93) and (7.3.95) imply the four constraints

pαĀαµ = 0 . (7.3.96)

On the other hand, when ξ = 0, i.e. in the Landau gauge, the equation of motion of
the Lagrange multiplier (7.3.89) directly gives the constraint (7.3.96). Hence, in all
cases we have four constraints on a traceless rank-2 symmetric tensor. Therefore, when
g1 + 2g2 = 0, the degrees of freedom are five.

The results for the different values of the action constants g1 and g2 and of the gauge
fixing parameters ξ and κ are summarized in Table 3.

g1, g2
vectorial gauge fixing scalar gauge fixing

degrees of freedom forbidden gauges degrees of freedom forbidden gauges

g1 ̸= g2 ̸= 0, g1 + 2g2 ̸= 0 6 ξ = 1
2g1

, κ = −1 6 ξ ̸= 0

g1 = 0 (LG) 6 κ = −1 not defined

g1 + 2g2 = 0 5 ξ =
{
1
2 ,−

1
4

} 5 ξ ̸= 0

g1 = g2 trivial

Table 3: Summary of results and comparison with the scalar case

7.3.4 Final remarks

The aim of this Section was to find a well defined gauge fixed theory, not constrained
to a particular gauge choice, and where both limiting cases, fractonic and linearized
gravity, could be reached smoothly. The idea is simply to look at the left hand side
of (7.3.1) and take the vectorial gauge fixing choice (7.3.6), which, again, is the most
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general covariant one and is the same of linearized gravity. It is not obvious at all that
it could work. First, what does it mean that “it works” ? Besides the possibility of get-
ting both fractons and gravitons as a limit, we asked two minimal requirements: that
propagators are defined in a generic gauge, and that the counting of the degrees of
freedom of the theory coincides with the one found in [178], but without referring to a
particular gauge choice. The result is that both requests have been achieved. We have
now a covariant gauge fixed theory of fractons and linearized gravity, which has six
degrees of freedom, or five, since for a particular combination of fractons and gravi-
tons the theory is traceless. All the results are gauge independent, therefore the vector
gauge fixing (7.3.6) seems to be a better choice than the standard scalar one (7.3.4).

7.4 fractons with boundary

We now have a 4D covariant theory that describes fracton quasiparticles, whose gauge
structure is peculiar but well defined. We are thus able to apply the QFT procedure of
Chapter 2 to study the consequences of the introduction of a flat boundary, with the
aim of investigating whether an induced 3D theory exists and, in that case, which is
its physical meaning. Tightly related is the question of the existence of an algebraic
structure on the boundary. The theory we are dealing with is not topological, and it
was a common belief that only topological field theories show non-trivial boundary
physics, until the study of the Maxwell case. Moreover, we have seen that when a
boundary is introduced in a QFT, the gauge symmetry plays a fundamental role, since
it is the breaking of gauge invariance caused by the presence of the boundary that
gives rise to an algebraic structure on the boundary which “holographically” induces
a lower-dimensional gauge theory. The fracton symmetry (7.2.5) is unusual, due to the
presence of a double derivative, and considering a boundary on such a model a priori
may have a non-trivial outcome. On the other hand it would not be the first case of
a non-topological QFT exhibiting an induced theory on the boundary. In fact, as we
mentioned, this also happens in the case of Maxwell theory in 3D [49] and 4D [1],
and we know from Section 7.2 that fracton models share many similarities with the
electromagnetic theory [4, 160]. Additionally, it has been shown that a fractonic θ-
term, which is a pure boundary term when θ is constant, gives rise to a 3D Chern-
Simons-like term and a generalized Witten effect [175], with important consequences
in condensed matter systems [55, 184]. A non-covariant Chern-Simons-like term of
that kind was also studied in [185], where the higher-spin formalism is associated to
dipolar behaviours in the context of Hall systems. In order to find these answers, we
proceed as follows

7.4.1 The model with boundary . . . . . . . . . . . . . . . . . . . . . . . 111
7.4.2 The induced 3D theory . . . . . . . . . . . . . . . . . . . . . . . . . 115
7.4.3 The bulk and the boundary : holographic contact . . . . . . . . . 119
7.4.4 Physical interpretation of the 3D theory . . . . . . . . . . . . . . . 122
7.4.5 Discrete symmetries : parity and time reversal . . . . . . . . . . . 126
7.4.6 Summary and discussion . . . . . . . . . . . . . . . . . . . . . . . 127
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In particular in Section 7.4.1 the boundary is introduced in the invariant action (7.2.7)
described in Section 7.2 together with the gauge fixing and the most general boundary
term. From the total action the EoM and the most general BC are computed. Because
of the presence of the boundary, the Ward identities of the theory are broken, and this
allows to identify the boundary DoF, represented by two traceless symmetric rank-2
tensor fields. Moreover, the broken Ward identities give rise to an algebraic structure,
which can be identified as a generalized KM algebra, which, in Section 7.4.2, we in-
terpret as canonical commutators of a 3D action. In Section 7.4.3 the bulk/boundary
correspondence is obtained by requiring that the EoM of the induced 3D action are
compatible with the BC of the 4D bulk theory. This can be achieved by suitably tuning
the parameters appearing in the BC and in the 3D action. To physically interpret the
3D theory we found, in Section 7.4.4 we study its EoM, which appear to be Gauss and
Ampère-like laws for the boundary tensor fields, exactly as in the “ordinary” fracton
theory. In particular our boundary theory can be identified with a traceless fracton
model. In Section 7.4.5 we analyze the effect of taking into account discrete symme-
tries such as parity (P) and time reversal (T ). Finally in Section 7.4.6 we discuss our
results.

7.4.1 The model with boundary

The action

We introduce the boundary in the invariant action Sinv (7.2.7) bymeans of a Heaviside
step function in the action :

Sbulk =

∫
d4x θ(x3)

{
g1
6
FµνρFµνρ + g2

(
1

4
FµµνF

ρν
ρ − 1

6
FµνρFµνρ

)}
. (7.4.1)

Notice that in what followswe cannot just set g1 = 0 and restrict our results to LG alone,
because SLG (7.2.9) is uniquely defined by the infinitesimal diffeomorphism transfor-
mation (7.2.6), and not by its subset (7.2.5). The transformations (7.2.6) and (7.2.5)
differs in two aspects : the first, (7.2.6), depends on a vector gauge parameter, while
(7.2.5) has a scalar gauge parameter, hence the former is more restrictive. Secondly,
(7.2.6) and (7.2.5) depend on one and two derivatives respectively. As we have seen,
this results in a mismatch in the mass dimensions. In fact, since from the action (7.4.1)
we have [Aµν ] = 1, due to the double derivatives in (7.2.5) it must be [Λ] = −1, which
is an exotic dimension assignment for the scalar gauge parameter. Moreover, on the x3-
boundary, the field Aµν(x) and its ∂3-derivative must be treated as independent fields
[1, 49, 145, 147], like we have seen for the Maxwell case of Chapter 6. Hence, on the
boundary we define

Ãµν ≡ ∂3Aµν |x3=0 , (7.4.2)
with [Ãµν ] = 2. We add to the invariant action Sinv (7.2.7) the gauge-fixing term

Sgf =

∫
d4x θ(x3)bµAµ3 , (7.4.3)

which is of a vectorial type, as discussed in the previous Section 7.3, where bµ(x) is a
Nakanishi-Lautrup Lagrange multiplier [107, 108] implementing the axial gauge con-
dition

Aµ3 = 0 . (7.4.4)
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As a consequence of the fact that the field and its ∂3-derivative on the boundary are in-
dependent quantities, together with the usual external field Jab(x) coupled to Aab(x),
it is necessary to couple a source J̃ab(x) also to the ∂3-derivative ofAab(x) on the bound-
ary. The external source term is then

SJ =

∫
d4x

[
θ(x3)JabAab + δ(x3)J̃abÃab

]
. (7.4.5)

The presence of a boundary in a QFT naturally rises the question of which BC should be
assigned to the quantum fields and/or their derivatives. A possible way is to impose
them by hand, but one should worry about the dependence of the results on the par-
ticular choice. We have seen that this arbitrariness affecting QFTs with boundary has
been elegantly solved by Symanzik in his pioneering paper [10], where a scalar QFT
with boundary was considered. According to Symanzik’s approach, the BC are not im-
posed by hand, but are determined by the theory itself. This is achieved by adding a
boundary term to the action, as the most general one, satisfying the requests of locality,
power counting and 3D Lorentz invariance. The BC are then determined from the EoM,
modified by the boundary term

Sbd =

∫
d4xδ(x3)

[
ξ0AabA

ab + ξ1ÃabA
ab + ξ2ϵ

abcAai∂bA
i
c + ξ3A

2 + ξ4ÃA
]
, (7.4.6)

where, due to the gauge condition (7.4.4),
A ≡ ηµνAµν = ηabAab ; Ã ≡ ηµνÃµν = ηabÃab , (7.4.7)

and ξi are constant parameters, whose mass dimensions are
[ξ0] = [ξ3] = 1 ; [ξ1] = [ξ2] = [ξ4] = 0 . (7.4.8)

Notice that the general QFT requirements which constrain Sbd imply the presence of the
Chern-Simons-like ξ2-term, which can be traced back to the covariant fractonic θ-term
(7.2.108). In fact, this latter is

Sθ =

∫
d4xθ(x3)ϵµνρσ∂µAνλ∂ρA

λ
σ , (7.4.9)

which, integrating by parts, reduces to∫
d3XϵabcAaλ∂bA

λ
c , (7.4.10)

which, on the gauge condition (7.4.4), coincides with the ξ2-term in (7.4.6). The total
action is then

Stot = Sbulk + Sgf + SJ + Sbd . (7.4.11)

Equations of motion and boundary conditions

The EoM for Aαβ(x) and Ãαβ(x) are
δStot
δAαβ

=θ(x3)
{
(g1 − g2)∂µF

αβµ + g2

[
ηαβ∂µF

νµ
ν − 1

2

(
∂αF µβ

µ + ∂βF µα
µ

)]
+

+ δαa δ
β
b J

ab + 1
2(b

αδβ3 + bβδα3 )
}
+ (7.4.12)

+ δ(x3)
{
(g1 − g2)F

αβ3 + g2

[
ηαβF µ3

µ − 1
2

(
ηα3F µβ

µ + ηβ3F µα
µ

)]
+

+ δαa δ
β
b

[
2ξ0A

ab + ξ1Ã
ab + ξ2(ϵ

aij∂iA
b
j + ϵbij∂iA

a
j ) + 2ξ3η

abA+ ξ4η
abÃ
]}

= 0 ,



7.4 fractons with boundary 113

and
δStot
δ∂3Aαβ

= θ(x3)
{
(g2 − g1)F

αβ3 − g2

[
ηαβF µ3

µ − 1
2

(
ηα3F µβ

µ + ηβ3F µα
µ

)]}
+ δ(x3)δαa δ

β
b

{
J̃ab + ξ1A

ab + ξ4η
abA
}
= 0 .

(7.4.13)

The most general BC are obtained by applying limϵ→0

∫ ϵ
0 dx

3 to the EoM. From (7.4.12)
we get{

(g1 − g2)F
αβ3 + g2

[
ηαβF µ3

µ − 1
2

(
ηα3F µβ

µ + ηβ3F µα
µ

)]
+ (7.4.14)

+ δαa δ
β
b

[
2ξ0A

ab + ξ1Ã
ab + ξ2(ϵ

aij∂iA
b
j + ϵbij∂iA

a
j ) + 2ξ3η

abA+ ξ4η
abÃ
]}

x3=0
= 0 .

We observe that

• α = β = 3 is trivially realized ;

• α = 3, β = b :
g2

(
∂bA− ∂aA

ab
)
x3=0

= g2F
µb
µ |x3=0 = 0 ; (7.4.15)

• α = a, β = b :[
2ξ0A

ab + 2
(
g2 − g1 +

ξ1
2

)
Ãab+ξ2

(
ϵaij∂iA

b
j + ϵbij∂iA

a
j

)
+ (7.4.16)

+ 2ξ3η
abA+ 2

(
ξ4
2 − g2

)
ηabÃ

]
x3=0

= 0 .

Going on-shell, i.e. at vanishing external sources J̃(x) = 0, taking the limϵ→0

∫ ϵ
0 dx

3 of
the EoM (7.4.13) we get

δαa δ
β
b

(
ξ1A

ab + ξ4η
abA
)
x3=0

= 0 , (7.4.17)

and again we observe that

• α = 3, β free, is trivially realized ;

• α = a, β = b : (
ξ1A

ab + ξ4η
abA
)
x3=0

= 0 . (7.4.18)

Ward identities and boundary degrees of freedom

The EoM (7.4.12) yields the following integrated Ward identity

0 =

∫
dx3∂a∂b

δStot
δAab

=

∫
dx3θ(x3)

{
(g1 − g2)∂a∂b∂3F

ab3 + g2∂a∂
a∂3F

µ3
µ + ∂a∂bJ

ab
}
,

(7.4.19)

where we used the BC (7.4.16) and the cyclic property of Fµνρ(x) in Table 2. Integrating
by parts we get∫

dx3θ(x3)∂i∂jJ
ij = 2(g2 − g1)∂i∂jÃ

ij − 2g2∂i∂
iÃ|x3=0 . (7.4.20)
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Analogously, from the EoM (7.4.13) we find

0 =

∫
dx3∂a∂b

δStot
δ∂3Aab

= −
∫
dx3θ(x3)∂a∂b

[
2(g2 − g1)∂

3Aab − 2g2η
ab∂3A

]
+ ∂a∂bJ̃

ab|x3=0 ,

(7.4.21)

where we used the BC (7.4.18). Integrating by parts

∂i∂j J̃
ij |x3=0 = −2(g2 − g1)∂i∂jA

ij + 2g2∂i∂
iA|x3=0 . (7.4.22)

Notice that the second Ward identity (7.4.22), associated to the Ãab(x) field on the
boundary, is local and not integrated as the first (7.4.20). The two Ward identities
(7.4.20) and (7.4.22) are analogous to those characterizingMaxwell theorywith bound-
ary both in 3D and 4D [1, 49], which we have seen in Chapter 6 in Eqs. (6.9) and (6.10).
At vanishing external source Jab(x) = 0, the Ward identity (7.4.20) gives

∂i∂j

[
(g2 − g1)Ã

ij − g2η
ijÃ
]
x3=0

= 0 . (7.4.23)

In [5, 178] it has been shown that, when g1 = g2 in the invariant action Sinv (7.2.7), it
is possible to redefine the components of Aµν(x) in such a way that the theory has no
kinetic term, hence it is not dynamical. Therefore in what follows we shall exclude the
trivial case

g1 = g2 . (7.4.24)
For g1 ̸= g2, and g1,2 ̸= 0, (7.4.23) implies

∂i∂jÃ
ij(X) = 0

□Ã(X) = 0 .

(7.4.25)
(7.4.26)

Eq.(7.4.25) is solved as follows [224, 225]

∂i

(
∂jÃ

ij
)
= 0 ⇒ ∂jÃ

ij = ϵimn∂mCn , (7.4.27)

where Cn(X) is a generic 3D vector field. Eq.(7.4.27), in turn, gives

∂j

(
Ãij − ϵijnCn

)
= 0 ⇒ Ãij − ϵijnCn = 2ϵjab∂aã

i
b , (7.4.28)

where ãij(X) is a generic rank-2 tensor field. On the other hand, Ãij(x) is symmetric,
hence Cn = 0 and we have

Ãij(X) ≡ ϵiab∂aã
j
b (X) + ϵjab∂aã

i
b (X) . (7.4.29)

The tensor field ãij(X) represents the DoF on the boundary, with [ãij ] = 1. Moreover,
since Ãij(x) = Ãji(x)has six independent components, the boundary field ãij(X)must
be symmetric as well

ãij = ãji , (7.4.30)
in order that the boundary DoF does not exceed the number of components of its bulk
ancestor Ãij(x). The solution (7.4.29) is traceless

Ã(X)|(7.4.29) = 0 , (7.4.31)
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so that the condition (7.4.26) is automatically satisfied. Analogously, from the local
Ward identity (7.4.22) we have, at vanishing external source J̃ab(x) = 0

∂i∂j
[
(g2 − g1)A

ij − g2η
ijA
]
x3=0

= 0 , (7.4.32)

whose solution is
Aij(X) ≡ ϵiab∂aa

j
b (X) + ϵjab∂aa

i
b (X) , (7.4.33)

where aij(X) = aji(X) are DoF on the boundary with [aij ] = 0. Let us now consider
the two broken Ward identities (7.4.20) and (7.4.22) and make functional derivatives
with respect to Jmn(X ′) and J̃mn(X ′). Referring to Appendix B.3.1.a) for the details,
we obtain the following equal time commutation relations[

∆Ã(X) , Amn(X ′)
]
x0=x′0

= +i∂m∂n{δ(x1 − x′1)δ(x2 − x′2)}[
∆A(X) , Ãmn(X ′)

]
x0=x′0

= −i∂m∂n{δ(x1 − x′1)δ(x2 − x′2)} ,

(7.4.34)

(7.4.35)

where
∆Ã ≡ 2(g1 − g2)

(
∂jÃ

0j + ∂aÃ0a
)
+ 2g2∂

0Ã

∆A ≡ 2(g1 − g2)
(
∂jA

0j + ∂aA0a)+ 2g2∂
0A .

(7.4.36)
(7.4.37)

Importantly, the commutation relations (7.4.34) and (7.4.35) resemble the generalized
U(1) KM algebra derived in [184] for a 3D non-chiral bosonic theory that lives on the
boundary of a 4D dipolar fracton theory. Hence, the theory described by the action
Sinv (7.2.7) has an algebraic structure on the boundary that is different from that of
topological field theories [2, 3, 11–13, 77, 87, 88, 142] and Maxwell theory [1, 49, 226].
The reason for that lies in the structure of the fracton symmetry (7.2.5), characterized
by two derivatives, which prevents the presence, at the right hand side of (7.4.34) and
(7.4.35), of the central charge term ∂δ, typical of usual KM algebras. This leads us to
guess that a conserved current algebra might exist on the boundary of LG, whose defin-
ing symmetry (7.2.6) depends on one derivative only. Thiswould be in agreementwith
the conjecture concerning the existence of a KM algebra in LG mentioned in [227]. We
shall discuss this situation (LG with boundary) separately, in Chapter 8.

7.4.2 The induced 3D theory

Canonical variables

We look for the transformations of the boundary fields aij(X), ãij(X)which preserve
the solutions (7.4.29) and (7.4.33). The most general ones are

δamn =ηmnϕ+ ∂mξn + ∂nξm + ∂m∂nλ ; δãmn = 0

δ̃ãmn =ηmnϕ̃+ ∂mξ̃n + ∂nξ̃m + ∂m∂nλ̃ ; δ̃amn = 0 ,

(7.4.38)
(7.4.39)

where λ(X), λ̃(X), ϕ(X), ϕ̃(X), ξ(X) and ξ̃(X) are generic local parameters. The
solutions Aij(X) (7.4.29) and Ãij(X) (7.4.33) remain unchanged, i.e. δAij = δ̃Ãij = 0,
if ξm = ∂mξ

′, ξ̃m = ∂mξ̃
′, so that (7.4.38) and (7.4.39) reduce to

δamn =ηmnϕ+ ∂m∂nλ ; δãmn = 0

δ̃ãmn =ηmnϕ̃+ ∂m∂nλ̃ ; δ̃amn = 0 .

(7.4.40)
(7.4.41)
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We decompose the boundary fields aij(X) and ãij(X) in terms of their trace and trace-
less contributions, i.e.

aij = αij +
1

3
ηija

ãij = α̃ij +
1

3
ηij ã ,

(7.4.42)

(7.4.43)
where a ≡ ηijaij , ã ≡ ηij ãij , and αij(X), α̃ij(X) are symmetric traceless fields

ηijαij = ηijα̃ij = 0 , (7.4.44)
which transform as

δαmn =∂m∂nλ− 1

3
ηmn∂

2λ ; δα̃mn = 0

δ̃α̃mn =∂m∂nλ̃− 1

3
ηmn∂

2λ̃ ; δ̃αmn = 0 .

(7.4.45)

(7.4.46)
The solutions (7.4.29) and (7.4.33) depend only on the traceless components

Ãij(X) ≡ ϵiab∂aα̃
j
b (X) + ϵjab∂aα̃

i
b (X)

Aij(X) ≡ ϵiab∂aα
j
b (X) + ϵjab∂aα

i
b (X) ,

(7.4.47)

and the trace contributions disappear. The DoF of the boundary theory are then de-
scribed by the rank-2 traceless tensor fields αij(X) and α̃ij(X). This is consistent with
the fact that, as we showed, on the boundary the bulk fields Aij(x) and Ãij(x) have
only five components, exactly as the 3D boundary fields αij(X) and α̃ij(X), which
are symmetric and traceless. The solutions (7.4.47) highly simplify the definitions of
∆A(X) (7.4.37) and∆Ã(X) (7.4.36) :

∆A|(7.4.33) = 4(g1 − g2)ϵ
0mn∂m∂aαna

∆Ã|(7.4.29) = 4(g1 − g2)ϵ
0mn∂m∂aα̃na ,

(7.4.48)
(7.4.49)

where we observe that only spatial derivatives appear. Considering the following com-
binations of the commutators (7.4.34) and (7.4.35) and their traces[

∆Ã , A′
df −

1

2
ηdfηmnA′

mn

]
=

i

2
(δmd δ

n
f + δndδ

m
f − ηmnηdf) ∂m∂nδ(2)(X −X ′) (7.4.50)[

∆A , Ã′
df −

1

2
ηdfηmnÃ′

mn

]
=− i

2
(δmd δ

n
f + δndδ

m
f − ηmnηdf) ∂m∂nδ(2)(X −X ′) , (7.4.51)

and using the solutions (7.4.47), we can identify the following two canonical commu-
tation relations at the boundary (the details can be found in Appendix B.3.1.b))[

qab , p′cd
]
=
i

2
(δcaδ

d
b + δdaδ

c
b − ηcdηab) δ(2)(X −X ′)[

q̃ab , p̃′cd
]
=
i

2
(δcaδ

d
b + δdaδ

c
b − ηcdηab) δ(2)(X −X ′) ,

(7.4.52)

(7.4.53)
where

qab ≡ αab −
1

2
ηabαm

m

pcd ≡ 2g12

(
f̃cd0 − 1

2
ηcdf̃ a0

a

)
q̃ab ≡ α̃ab −

1

2
ηabα̃m

m

p̃cd ≡ −2g12

(
fcd0 − 1

2
ηcdf a0

a

)
,

(7.4.54)

(7.4.55)

(7.4.56)

(7.4.57)
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and
g12 ≡ 2(g1 − g2) . (7.4.58)

In analogy to Fµνρ(x) (7.2.19), fabc(X) and f̃abc(X) are defined as

f̃abc ≡ ∂aα̃bc + ∂bα̃ac − 2∂cα̃ab

fabc ≡ ∂aαbc + ∂bαac − 2∂cαab .

(7.4.59)
(7.4.60)

It is interesting to notice that a canonical commutator similar to those we found in
(7.4.52) and (7.4.53), appears in [213], in the context of the traceless fracton models
[160, 161]. The aim of [213] is to build a non-abelian model for fractons in 2+1 dimen-
sions. To do so the abelian traceless theory needs to be defined first. As for any fracton
theory [54, 55, 160, 161], the “electric field”Eij(x) is the conjugatemomentum ofAij(x),
from which the commutator holds

[Eij, Amn] = i(δimδ
j
n + δjmδ

i
n) . (7.4.61)

After that, the scalar Gauss constraints is imposed, together with a tracelessness con-
dition :

∂i∂jEij = ρ ; E i
i = 0 , (7.4.62)

which imply three conservation equations :∫
ρ = const ;

∫
x⃗ρ = const ;

∫
x2ρ = const , (7.4.63)

of charge, dipole and a component of the quadrupole, respectively. The main charac-
teristic of fracton theories, i.e. the limited mobility, is here translated into the fact that
single charges cannot move, while dipole bound states can onlymove along their trans-
verse direction. The constraints (7.4.62) imply that the tensor field Aij(x) transforms
exactly as (7.4.40) and (7.4.41), which is a remarkable check of our reasoning. How-
ever, while in our case it is natural to identify the DoF of the theory with the traceless
fields αij(X) and α̃ij(X), in [213] the tracelessness condition is imposed as a kind of
gauge fixing, while for us it comes from the solutions (7.4.47). As a consequence, the
definition (7.4.61) of the canonical commutator is no longer valid (since A i

i = E i
i = 0

would not commute), and the commutator for the traceless theory of fractons is defined
as Dirac brackets [228], which turns out to be identical to ours (7.4.52) and (7.4.53).

The most general 3D action

The action of the 3D boundary theory is constructed as the most general local inte-
grated functional of the traceless rank-2 symmetric tensor fields αij(X) and α̃ij(X)

compatible with

• power-counting [α] = 0, [α̃] = 1 ;

• symmetry δS = δ̃S = 0, where δ and δ̃ are defined in (7.4.45) and (7.4.46) ;

• canonical variables identified in (7.4.52) and (7.4.53) : ∂Lkin
∂q̇ = p.
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In Appendix B.3.2 we show that the most general 3D action satisfying these three re-
quests is

S3D =

∫
d3X

(
−2

3
g12 φabcφ̃

abc + ω5 ϵ
abcα̃daφ̃dbc

)
, (7.4.64)

where we defined
φabc = φbac ≡ fabc +

1

4

(
−2ηabf

d
dc + ηbcf

d
da + ηacf

d
db

)
(7.4.65)

= −2∂cαab + ∂aαbc + ∂bαac − ηab∂
dαdc +

1

2
ηbc∂

dαda +
1

2
ηac∂

dαdb ,

and, analogously, φ̃abc(X) in terms of α̃ab(X), with the following properties of ciclicity
and “tracelessness”

φabc + φcab + φbca = 0 = φ̃abc + φ̃cab + φ̃bca

ηabφabc = ηbcφabc = ηabφ̃abc = ηbcφ̃abc = 0 .

(7.4.66)
(7.4.67)

The ω5 term in (7.4.64) looks like a Chern-Simons term, and the similarity is evenmore
evident if we explicit the α̃ab(X) dependence, since ϵabcα̃daφ̃dbc ∝ ϵabcα̃da∂bα̃cd. Intrigu-
ingly, this Chern-Simons-like term resembles the massless limit of 3D self-dual mas-
sive gravity [229, 230]. This theory contains a 3D Fierz-Pauli mass term that breaks
the gauge invariance [214, 215]. However, it has been shown [231] that it is dual to lin-
earized topologically massive gravity [232], which is gauge invariant and contains the
Chern-Simons-like term together with the linearized 3D Einstein-Hilbert action. These
two equivalent theories were originally proposed as a viable way to describe a single
propagating massive graviton in 3D in contrast with the standard Einstein-Hilbert the-
ory, which is topological in 3D and does not support any propagating spin-2 particle.
In our case, the linearized Einstein-Hilbert term is replaced by the tensorial Maxwell-
like term such that our boundary action still supports a propagating “graviton”. Notice
that a non-covariant version of our Chern-Simons-like term has been also considered
in [185, 233] in the context of fractional quantum Hall effect and chiral fractons. How-
ever, these non-covariant field theories, that can be seen as dual one to each other, do
not take into account any tensorial Maxwell-like terms. Notice also that if ω5 = 0 it is
possible to decouple the fields. In fact, by defining

α±
ab ≡

√
M αab ±

1√
M
α̃ab ⇒ φ±

abc =
√
M φabc ±

1√
M
φ̃abc , (7.4.68)

where M is a parameter with mass dimension [M ] = 1 and [α±] = 1
2 , the 3D action

(7.4.64) becomes

S3D =

∫
d3X

[g12
6

(
φ−
abcφ

− abc − φ+
abcφ

+ abc
)
+

+
Mω5

4

(
α+ d
a ϵabcφ+

dbc − 2α+ d
a ϵabcφ−

dbc + α− d
a ϵabcφ−

dbc

)]
,

(7.4.69)

which for ω5 = 0 decouples:
S3D[α

+, α−, ω5 = 0] = S+
3D[α

+] + S−
3D[α

−] (7.4.70)
with

S±
3D ≡ ∓g12

6

∫
d3X φ±

abcφ
± abc . (7.4.71)

Aswe shall show in Section 7.4.5, this second case keeps the T -invariance of the bound-
ary in agreement with the T -symmetry of the bulk action (7.4.1).
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7.4.3 The bulk and the boundary : holographic contact

Once the most general 3D action (7.4.64) has been derived, we have to establish the
“holographic contact” between this induced 3D theory and the 4D theory Stot (7.4.11).
This is accomplished by requiring that the EoM of the 3D theory coincide with the BC
(7.4.15), (7.4.16), (7.4.18) of the 4D theory. To do so we have at our disposal the ξi
parameters appearing in Sbd (7.4.6) and ω5 in S3D (7.4.64). The EoM of S3D are

δS3D
δαmn

= −2g12∂aφ̃
mna = 0 , (7.4.72)

where we used the cyclic property (7.4.66), and

δS3D
δα̃mn

= −2g12∂aφ
mna + ω5

(
ϵmabφ̃nab + ϵnabφ̃mab

)
= 0 . (7.4.73)

We now consider the BC of the bulk theory (7.4.15), (7.4.16) and (7.4.18), which we
write in terms of the solutions (7.4.47) andof the definitions ofφabc(X), φ̃abc(X) (7.4.65)

1

3
∂a
(
ϵaijφ

ij
b + ϵbijφ

ij
a

)
= 0 (7.4.74)

2

3
ξ0

(
ϵaijφbij + ϵbijφaij

)
+

1

3
(ξ1 − g12)

(
ϵaijφ̃bij + ϵbijφ̃aij

)
− 2ξ2∂cφ

abc = 0 (7.4.75)

ξ1
3

(
ϵaijφbij + ϵbijφaij

)
= 0 . (7.4.76)

The contact is governed by two coefficients : ξ1, which appears in Sbd (7.4.6), and ω5

in the action S3D (7.4.64). The first - ξ1 - is relevant because it determines the exis-
tence of the BC (7.4.76), the second - ω5 - decouples the EoM of the boundary fields
αab(X), α̃ab(X), i.e. eliminates the Chern-Simons-like term from the action (7.4.64).
Additionally, we remark that α̃ij(X) appears only in the BC (7.4.75), coupled to (ξ1 −
g12), which should not vanish, otherwise no contact is possible. To summarize, the
constraints on the coefficients, up to now, are

g1 ̸= 0 ; g12 ̸= 0 ; ξ1 ̸= g12 . (7.4.77)

Therefore, depending on ξ1 and ω5, we distinguish the following cases :

• ξ1 ̸= 0, ω5 ̸= 0ξ1 ̸= 0, ω5 ̸= 0ξ1 ̸= 0, ω5 ̸= 0 : using (7.4.76) in (7.4.75) (or setting ξ0 = 0), we have
1

3
(ξ1 − g12)

(
ϵaijφ̃bij + ϵbijφ̃aij

)
− 2ξ2∂cφ

abc = 0 , (7.4.78)

which coincides with the 3D EoM (7.4.73)

−2g12∂aφ
mna + ω5

(
ϵmabφ̃nab + ϵnabφ̃mab

)
= 0 (7.4.79)

if
ω5 =

1

3
(ξ1 − g12) ̸= 0 ; ξ2 = g12 ̸= 0 ; ξ1 ̸= 0 . (7.4.80)
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Notice that setting ω5 = 0 would imply ξ1 = g12, which we excluded in (7.4.77).
Up to a numerical coefficient, we now consider the following symmetric combi-
nation of the curl of the BC (7.4.76)

0 = ϵmac∂
c(7.4.76)ab + ϵbac∂

c(7.4.76)am
= 6∂iφbmi ,

(7.4.81)

where we used the properties of tracelessness (7.4.67) and cyclicity (7.4.66) of
φabc(X). We then use this result in the BC (7.4.78), which becomes

1

3
(ξ1 − g12)

(
ϵaijφ̃bij + ϵbijφ̃aij

)
= 0 , (7.4.82)

of which we compute again the curl

0 = ϵmac∂
c(7.4.82)ab + ϵbac∂

c(7.4.82)am = 2 (ξ1 − g12) ∂
iφ̃bmi , (7.4.83)

which finally coincides with the 3D EoM (7.4.72)

−2g12∂aφ̃
mna = 0 . (7.4.84)

Notice that this second contact is obtained without the need of any additional
constraint on the parameters, we just need (7.4.80). Taking into account (7.4.80),
the 3D action (7.4.64) becomes

S3D =
1

3

∫
d3X

[
−2g12 φabcφ̃

abc + (ξ1 − g12) α̃
d
aϵ
abcφ̃dbc

]
, (7.4.85)

while the boundary term (7.4.6) now is

Sbd =

∫
d4xδ(x3)

[
ξ0AabA

ab + ξ1ÃabA
ab + g12ϵ

abcAai∂bA
i
c + ξ3(A

a
a)

2 + ξ4Ã
a
aA

b
b

]
,

(7.4.86)
where the coefficients ξ0, ξ3 and ξ4 are free and can for instance be set to zero,
while ξ1 ̸= {0, g12}.

• ξ1 ̸= 0, ω5 = 0ξ1 ̸= 0, ω5 = 0ξ1 ̸= 0, ω5 = 0 : the EoM of the 3D theory (7.4.72) and (7.4.73) are

∂aφ
mna = 0 ; ∂aφ̃

mna = 0 , (7.4.87)

while, ignoring the first BC (7.4.74), which is automatically solved by the third
one (7.4.76), and using (7.4.76) in (7.4.75), the remaining BC are

1

3
(ξ1 − g12)

(
ϵaijφ̃bij + ϵbijφ̃aij

)
− 2ξ2∂cφ

abc = 0

ξ1
3

(
ϵaijφbij + ϵbijφaij

)
= 0 .

(7.4.88)

(7.4.89)

As in (7.4.81), we can again compute

0 = ϵmac∂
c(7.4.89)ab + ϵbac∂

c(7.4.89)am = 2ξ1∂
iφbmi (7.4.90)

which coincides with the first EoM of (7.4.87). If we use this result (7.4.90) in
(7.4.88) (analogous to setting ξ2 = 0) and consider the same combination as
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(7.4.90), we obtain the second EoM of (7.4.87) and thus we get the second match-
ing between bulk and boundary. In that case the 3D action (7.4.64) is

S3D = −2g12
3

∫
d3X φabcφ̃

abc , (7.4.91)

while the boundary term Sbd (7.4.6) becomes

Sbd =

∫
d4xδ(x3)

[
ξ0AabA

ab + ξ1ÃabA
ab + ξ2ϵ

abcAai∂bA
i
c + ξ3(A

a
a)

2 + ξ4Ã
a
aA

b
b

]
,

(7.4.92)
where the coefficients ξ0, ξ2, ξ3 and ξ4 are free, i.e. do not contribute to the con-
tact between the bulk and the boundary and can be set to zero without loss of
generality, provided that ξ1 ̸= {0, g12}. Therefore a second holographic contact
is possible if

ω5 = 0 ; ξ1 ̸= {0, g12} . (7.4.93)
This second result has a relevant consequence : ω5 = 0 allows to decouple the
action, as seen in (7.4.70).

We observe that the holographic contacts obtained in (7.4.80) and (7.4.93) affect the
boundary action Sbd (7.4.6) in different ways, in particular in the first case (7.4.80) the
number of free parameters from five reduces to three, while in the second case (7.4.93)
it goes to four. Finally, if ξ1 = 0, no complete matching between BC and 3D EoM is
possible, in fact setting ξ1 = 0, one of the BC (7.4.76) disappears. We are left with

1

3
∂a
(
ϵaijφ

ij
b + ϵbijφ

ij
a

)
= 0 (7.4.94)

2

3
ξ0

(
ϵaijφbij + ϵbijφaij

)
− g12

3

(
ϵaijφ̃bij + ϵbijφ̃aij

)
− 2ξ2∂cφ

abc = 0 . (7.4.95)

For what concerns the parameter ω5 in (7.4.64), two cases are possible

• ω5 ̸= 0ω5 ̸= 0ω5 ̸= 0 : the BC (7.4.95) coincides with the 3D EoM (7.4.73)

−2g12∂aφ
mna + ω5

(
ϵmabφ̃nab + ϵnabφ̃mab

)
= 0 (7.4.96)

if
ω5 = −g12

3
̸= 0 ; ξ2 = g12 ̸= 0 ; ξ0 = ξ1 = 0 , (7.4.97)

however it is not possible to establish a link with the other EoM (7.4.72).

• ω5 = 0ω5 = 0ω5 = 0 : the EoM of the 3D boundary theory are given by (7.4.87). A matching is
possible with the BC (7.4.95) only if ξ2 = 0, and if we compute

0 = ϵmac∂
c(7.4.95)ab + ϵbac∂

c(7.4.95)am = 4ξ0∂
iφbmi − 2g12∂

iφ̃bmi , (7.4.98)

which coincides with a combination of the two EoM of the boundary. We see that
also in this case a complete holographic contact between 3D EoM and bulk BC, is
not possible.
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This enforces the fact that the ξ1-term in Sbd (7.4.6) plays a key role in the holographic
contact. To summarize

BC-EoM matching
ξ1 ̸= 0, ω5 ̸= 0 ω5 =

1
3(ξ1 − g12) ; ξ2 = g12

ξ1 ̸= 0, ω5 = 0 ω5 = 0

ξ1 = 0 no contact

Table 4: Holographic contacts.

7.4.4 Physical interpretation of the 3D theory

Tounderstand the physical content of the 3D theorydescribed by the actionS3D (7.4.64),
we study its EoM. The first EoM (7.4.72) form = n = 0 gives

0 = ∂aφ̃00a = −2∂a∂aα̃00 + 2∂a∂0α̃a0 + ∂a∂bα̃ab . (7.4.99)
Taking the ∂n-derivative of (7.4.72) form = 0, n = n, we get

0 = ∂n∂aφ̃0na = − 1

4g12
∂a∂npan , (7.4.100)

where we used (7.4.99), the cyclicity property (7.4.66) and the definition of conjugate
momentum in terms of φ̃abc(X) (7.4.65)

pmn = 2g12φ̃
mn0 . (7.4.101)

We see that (7.4.100) is a Gauss-like equation, analogous to the one related to the trace-
less scalar charge model of fractons in vacuum [160, 161], which is at the base of the
limited mobility property. We therefore realize that the induced 3D theory shows frac-
tonic properties. To analyze the second EoM (7.4.73), we first compute the conjugate
momentum of α̃ab(X) :

p̃mn =
∂L3D

∂ ˙̃αmn
= 2g12φ

mn0 − 3

2
ω5

(
ϵ0amα̃n

a + ϵ0anα̃m
a
)
. (7.4.102)

The EoM for α̃ab(X) (7.4.73) atm = n = 0 is

∂aφ00a =
3ω5

g12
ϵ0ab∂aα̃0

b , (7.4.103)

and, as in the previous case, taking the ∂n-derivative of (7.4.73) at m = 0, n = n we
have

0 =− 2g12∂a∂nφ0na + 3ω5∂n
(
ϵ0ab∂aα̃n

b + ϵnab∂aα̃0
b

)
=
1

2
∂m∂np̃mn −

3

2
ω5ϵ

0am∂m∂nα̃n
a ,

(7.4.104)

where we used the cyclic property of φabc(X) (7.4.66) and (7.4.103). Here again we
find a Gauss-like equation for the traceless scalar charge theory of fractons [160, 161],
but with a matter contribution at the right hand side

∂m∂np̃mn = ρ̃5 = ω5ρ̃ , (7.4.105)
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where
ρ̃ ≡ 3ϵ0am∂m∂nα̃n

a (7.4.106)
plays the role of charge. This gives an interesting interpretation of the Chern-Simons-
like term in the induced 3D action (7.4.64) as “internal” matter. Notice that this term
coincides with the charge identified by Pretko in [175], where a non-covariant Chern-
Simons-like term is studied. In that case the Chern-Simons term comes from a non-
covariant fractonic θ-term in the bulk, and it is written in terms of a spatial traceless
tensor. The charge ρ̃(X) (7.4.106) comes from a constraint generated by a Lagrange
multiplier that is inherited by the Chern-Simons action from the definition of the θ-
term. We observe that this ρ̃(X) charge implies, by definition, a dipole conservation.
The 3D theory (7.4.64) depends on two fields αij(X) and α̃ij(X), hence the conjugate
momenta are two as well (7.4.101) and (7.4.102), which in fractonmodels play the role
of “electric” fields :

Emn ≡ pmn = 2g12φ̃
mn0

Ẽmn ≡ p̃mn = 2g12φ
mn0 − 3

2
ω5

(
ϵ0amα̃n

a + ϵ0anα̃m
a
)
,

(7.4.107)

(7.4.108)

which satisfy the Gauss equations (7.4.100) and (7.4.105), which we write

∂m∂nEmn =0

∂m∂nẼmn =ρ̃5 .

(7.4.109)
(7.4.110)

Concerning the corresponding “magnetic” fields for this theory, inspired by the ordi-
nary 4D electromagnetism, where Bi ∝ ϵ0ijkF

jk, it is natural to define

Bm ≡ gϵ0abφ̃mab ; Bm ≡ −gϵ0abφ̃mab

B̃m ≡ g̃ϵ0abφmab ; B̃m ≡ −g̃ϵ0abφmab .

(7.4.111)
(7.4.112)

Notice that, while in 4D fracton theories both electric and magnetic fields are rank-2
tensors [4], in our 3D case, the electric field is still a tensor, while the magnetic field
is a vector. Moreover, the definitions (7.4.111) and (7.4.112) are consistent with the
fact that in ordinary 3D electromagnetism the electric field E⃗(x) is a vector, while the
magnetic field is a pseudo-scalarB = ϵ0ijFij [234]. As we shall see, our guess (7.4.111)
and (7.4.112) will be confirmed by a consistent physical interpretation of a fractonic
“magnetic-like” behaviour. In terms of αab(X), α̃ab(X) the magnetic fields read

Bm = −3gϵ0ab

(
∂bα̃ma +

1

2
ηma∂dα̃bd

)
; B̃m = −3g̃ϵ0ab

(
∂bαma +

1

2
ηma∂dαbd

)
,

(7.4.113)
which imply

φ̃abc = − 1

3g

(
ϵ0acBb + ϵ0bcBa)

φabc = − 1

3g̃

(
ϵ0acB̃b + ϵ0bcB̃a

)
.

(7.4.114)

(7.4.115)

Due to tracelessness property (7.4.67), we get

φ ab
a = φ00b = − 2

3g̃
ϵ0abB̃a ; φ̃ ab

a = φ̃00b = − 2

3g
ϵ0abBa . (7.4.116)
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Notice that
∂mBm =− 3

2
g ϵ0ab∂a

(
∂0α̃

0b − ∂cα̃bc) ̸= 0

∂mB̃m =− 3

2
g̃ ϵ0ab∂a

(
∂0α

0b − ∂cαbc) ̸= 0 ,

(7.4.117)

(7.4.118)
which would suggest the presence, in the 3D theory (7.4.64), of a fractonic “magnetic”-
like vortex. Consistently with the fact of having non-vanishing divergences of the mag-
netic vector fields, we find also a broken Bianchi identity, which also suggests the pres-
ence of a kind of magnetic fracton vortex. This would imply that a part of our fracton
fields give rise to 2D fracton vortex defects that represent a lower-dimensional version
of the 3D fracton magnetic monopole proposed in [175]. In fact, we have

ϵmbc∂mφabc = −3

2
ϵmac∂

m∂dα
cd ̸= 0 ; ϵmbc∂mφ̃abc = −3

2
ϵmac∂

m∂dα̃
cd ̸= 0 ,

(7.4.119)
which for a = 0 give the non-vanishing divergences (7.4.117) and (7.4.118). Setting
instead a = a we find

1

g
∂0Ba +

1

2g12
ϵ0mb∂mEab =

3

2
ϵmab∂m∂dα̃bd + ϵm0b∂mφ̃0ab ̸= 0 (7.4.120)

1

g̃
∂0B̃a +

1

2g12
ϵ0mb∂mẼab =

9

4

ω5

g12
∂mα̃ma +

3

2
ϵmab∂m∂dαbd + ϵm0b∂mφ0ab ̸= 0 (7.4.121)

which have non-vanishing right hand sides. Nonetheless, we have two scalar identities
for φabc(X) and φ̃abc(X) :

ϵmbc∂m∂
aφabc =− 3

2
ϵmac∂

m∂a∂dα
cd = 0

ϵmbc∂m∂
aφ̃abc =− 3

2
ϵmac∂

m∂a∂dα̃
cd = 0 .

(7.4.122)

(7.4.123)

Going back to the 3D EoM, we consider (7.4.72) atm = m, n = n

∂0φ̃
mn0 + ∂aφ̃mna =

1

2g12
∂tE

mn − 1

3g
∂a
(
ϵ0maBn + ϵ0naBm) , (7.4.124)

where we used the definitions (7.4.107), (7.4.114). We thus have

∂tE
mn − 2g12

3g
∂a
(
ϵ0maBn + ϵ0naBm) = 0 , (7.4.125)

which, remarkably, coincides with the traceless analog of the Ampère equation of 3D
fractons identified in Eq.(16) of [148], where our (7.4.125) is obtained as an EoM from a
3DMaxwell-like Hamiltonian defined ad hoc. Differently from our case, the 3D fracton
theory in [148] is not traceless and, in particular, E a

a ̸= 0. The aim of [148] is to study
the so called fracton-elasticity duality and, more specifically, the analog of our (7.4.125)
is used to investigate the effect of creation of defects as consequence of longitudinal
motion of dipoles, which in the traceless fracton theory is not present, since dipoles
only move along their transverse direction. We keep considering the EoM (7.4.73) at
m = m, n = n :

0 =− 2g12∂aφ
mna + ω5

(
ϵmabφ̃n

ab + ϵnabφ̃m
ab

)
=− ∂0Ẽ

mn +
3

2
ω5∂0

(
ϵ0bmα̃n

b + ϵ0bnα̃m
b
)
+

2g12
3g̃

∂a
(
ϵ0maB̃n + ϵ0naB̃m

)
+

+ 3ω5∂b
(
ϵ0mbα̃n

0 + ϵ0nbα̃m
0

)
,

(7.4.126)
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where we used the definitions (7.4.108), (7.4.115). We have

∂tẼ
mn − 2g12

3g̃
∂a
(
ϵ0maB̃n + ϵ0naB̃m

)
= J̃ mn

5 ≡ ω5J̃ mn , (7.4.127)

which is analogous to the Ampère equation, in presence of a tensorial current, again
related to the Chern-Simons-like term in (7.4.64), which behaves as a matter term

J̃ mn ≡ 3

[
1

2
∂0
(
ϵ0bmα̃n

b + ϵ0bnα̃m
b
)
+ ∂b

(
ϵ0mbα̃n

0 + ϵ0nbα̃m
0

)]
. (7.4.128)

By computing ∂m∂n of (7.4.127), we also get

∂tρ̃5 = ∂m∂nJ̃ mn
5 , (7.4.129)

where we used the Gauss-like equation (7.4.110). Eq.(7.4.129) represents a continuity
equation typical of scalar fracton theories [160, 161] if ω5 ̸= 0

∂tρ̃− ∂m∂nJ̃ mn = 0 . (7.4.130)

In J̃ mn(X) (7.4.128), the contribution associated to the time derivative coincides with
the one defined by Pretko (Eq.(118) of [175]) as “generalized Hall response”. As in
our case, it is derived from a Chern-Simons-like term seen as a boundary contribution
originated by a fractonic θ-term in the bulk. In particular, it comes from the dynamical
part of the action. From the action S3D (7.4.64) we can identify both the current and
the Ampère-like equation (7.4.127), to which the current (7.4.128) contributes. More-
over, as already mentioned for (7.4.125), this second equation (7.4.127) is compatible
with the traceful version identified in [148] in the context of an analysis of 3D fracton-
elasticity duality. Since E m

m = Ẽ m
m = 0, by computing the trace of the Ampère-like

equations (7.4.125) and (7.4.127), we find

ϵ0mn∂mBn = 0

ϵ0mn∂mB̃n = −3

4

g̃

g12
J̃ m
5 m = −9

2

gω5

g12
ϵ0mn∂mα̃0n ,

(7.4.131)

(7.4.132)

which consistently coincide with the EoM form = n = 0 (7.4.99), (7.4.103) previously
found, i.e.

∂aφ̃00a = 0 ; ∂aφ00a =
3ω5

g12
ϵ0ab∂aα̃0

b , (7.4.133)

due to (7.4.116). The EoM of the 3D boundary theory may be interpreted as a traceless
tensorial extension of the standard 3D Maxwell equations [234], as summarized in
Table 5

Maxwell Boundary of LG and fractons
fields electric, magnetic E⃗ , B Eab, Ba ; Ẽab, B̃a

in vacuum ∇⃗ · E⃗ = 0 ∂a∂bEab = 0
Gauss

with matter ∇⃗ · E⃗ = ρ ∂a∂bẼab = ρ̃5

in vacuum ∂tE⃗ − ∇⃗⊥B = 0 ∂tE
mn − 2g12

3g ∂a
(
ϵ0maBn + ϵ0naBm) = 0

Ampère
with matter ∂tE⃗ − ∇⃗⊥B = J⃗ ∂tẼ

mn − 2g12
3g̃ ∂a

(
ϵ0maB̃n + ϵ0naB̃m

)
= J̃ mn

5

Table 5: Comparison between EoM and 3D Maxwell.
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where ∇⃗⊥B ≡ ϵ0ij∂jB, and the results are consistent with what can be found in the
fracton literature [148, 160, 161, 175]. We thus recovered, as EoM, the Gauss constraints
related to themobility of the traceless fracton theory in 3D [160, 161], where the Chern-
Simons-like term contributes as a matter term through ρ̃(X) (7.4.106), also identified
by Pretko in [175]. This Chern-Simons-like term plays the role of matter contribution
also in the fractonic Ampère equation (7.4.127), as a current J̃ mn(X) (7.4.128). Here
again the term is in accordancewith the literature, and in particularwithwhat has been
defined as “generalized Hall response” in [175]. The Ampère equations (7.4.125) and
(7.4.127), to which the current J̃ mn(X) belongs, can be traced back to fracton theories
as well, and, more specifically, they have the same structure as the fractonic Ampère
equation used in [148] to study a duality between the theory of fractons and the the-
ory of elasticity. However the one considered in [148] refers to the traceful theory
of fractons, whose aim is to study defects as consequence of longitudinal motion of
dipoles, which in the traceless fracton theory is not present since dipoles only move
along their transverse direction [160, 161]. Therefore it would be interesting to under-
stand if a fracton-elasticity duality also exists for the traceless model. We also notice
that in [233] a charge ρ̃(x), a current J̃ab(x), and a continuity equation as (7.4.130) are
identified from a Chern-Simons-like theory with torsion T (x), i.e. ∫ d3xϵµνρeaµT a

νρ. In
particular, the model coincides with the one proposed in [175] for the non-covariant
Chern-Simons-like action for a specific choice of vielbein eaµ(x), and under the condi-
tion of “area-preserving diffeomorphisms”, which seems to be strictly related to fracton
models, as also studied in [213]. This intriguing role of torsion in 3D chiral fractons
is extended to 4D fractons of Section 7.2, where it has been shown that a linearized
topological term with torsion [205] gives rise to the fracton θ-term [175].

7.4.5 Discrete symmetries : parity and time reversal

As extensively shown in the recent literature concerning non-perturbative aspects of
quantum field theories, discrete symmetries play a central role in the identification of
global anomalies and anomaly inflow, which are related to topological obstructions
and impose strong constraints on the renormalization group flows, massive boundary
states, quantumdualities and the vacua of quantumfield theories [235–241]. Moreover,
the anomaly inflow has been also extended to certain non-covariant fracton models
[182]. Thus, here we analyze some discrete symmetries, such as T andP in the context
of the induced theory we just derived. In fact, we can further constrain the induced 3D
action by requiring a matching between the discrete symmetries in the bulk and on the
boundary. In particular, under P and T the bulk fields transform as follows

T
{
A00 , A0a , Aab

}
=
{
A00 , −A0a , Aab

}
T
{
Ã00 , Ã0a , Ãab

}
=
{
Ã00 , −Ã0a , Ãab

} (7.4.134)

P
{
A00 , A0a , Aab

}
=
{
A00 , −A0a , Aab

}
P
{
Ã00 , Ã0a , Ãab

}
=
{
−Ã00 , Ã0a ,−Ãab

} (7.4.135)

T A = A ; T Ã = Ã ; PA = A ; PÃ = −Ã . (7.4.136)
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The bulk action (7.4.1) is invariant under T . Instead, due to the presence of the bound-
ary x3 = 0, the action is no longer P-invariant. We now consider the boundary term
(7.4.6), and distinguish between space and time indices

Sbd =

∫
d4xδ(x3)

[
ξ0
(
A00A

00 + 2A0aA0a +AabAab)+ ξ1

(
Ã00A

00 + 2Ã0aA0a + ÃabAab
)
+

+ ξ2ϵ
0ab (A0i∂aAib −Aai∂0Aib +Aai∂bAi0

)
+ ξ3A

2 + ξ4ÃA
]
. (7.4.137)

We then observe that
• PSbd = Sbd if ξ1 = ξ4 = 0 ;

• T Sbd = Sbd if ξ2 = 0 ;

• T PSbd = Sbd if ξ1 = ξ2 = ξ4 = 0 .
Under these considerations, we can update Table 4 of holographic contacts with the
discrete symmetries allowed on the boundary term Sbd

BC-EoM matching Discrete symmetries of Sbd
ξ1 ̸= 0, ω5 ̸= 0 ω5 =

1
3(ξ1 − g12) ; ξ2 = g12 No

ξ1 ̸= 0, ω5 = 0 ω5 = 0 T

Table 6: Holographic contacts, constraints and possible symmetries on Sbd (7.4.6).

From Table 6 we see that imposing P on Sbd does not lead to a holographic contact,
since the ξ1 term, crucial for the existence of the induced 3D action, is not P-invariant.
We also highlight a relation between ω5 ↔ ξ2 ↔ T , in fact T symmetry is possible only
when ξ2 = 0, which is allowed only in the second holographic contact (7.4.93), i.e.
when ω5 is set to zero as well (in the first case (7.4.80) the parameter ξ2 is constrained
by (7.4.77)). Therefore the Chern-Simons-like terms must be absent both in Sbd (7.4.6)
and in S3D (7.4.64), in order to have T symmetry preserved on the boundary.

7.4.6 Summary and discussion

The questions that were raised at the beginning of this analysis in Section 7.4, have
thus found their answers. Indeed an algebraic structure on the boundary does exist, as
a consequence of the breaking of theWard identities, and it can be interpreted as a gen-
eralization of the standard U(1) KM algebra, characterized by a double derivative, as
it appears for instance also in [184], further stressing the suspected relations between
fractons and higher order topological insulators. From the two broken Ward identi-
ties, the boundary DoF of the induced theory are identified as two symmetric traceless
rank-2 tensors αij(X) and α̃ij(X). It is worth to remark that on the boundary some
DoF disappear, since the boundary tensor fields turn out to be traceless. This might be
due to the presence of a hidden symmetry, a guess that should be further investigated.
The procedure to recover the induced theory leads to the action S3D (7.4.64), which
is composed of a term similar to a higher-rank Maxwell contribution, written in terms
of traceless rank-3 field strengths, which mixes both fields αij(X) and α̃ij(X), with a
coefficient depending on the bulk constants g1 and g2, and a Chern-Simons-like term



128 fractons

for α̃ij(X) with a free coefficient. Concerning the physical interpretation of our 3D
induced theory S3D (7.4.64), this can be identified with the “traceless scalar charge”
model of fractons [160, 161, 213]. In fact the transformations of the boundary fields,
the canonical commutators, the traceless conjugate momenta, i.e. the “electric fields”,
coincide with what appears in the literature. This claim is confirmed also by the EoM of
the 3D induced theory, from which two Gauss-like laws are derived, which imply the
defining property of the fracton quasiparticles, i.e. their limited mobility. Thus, one
of the main results of this Section is that a non-standard covariant 3D traceless fracton
theory turns out to be holographically induced from a 4D ordinary traceful covariant
fracton theory. This claim gets even stronger confirmation from other components of
the EoM, which can be identified with the Ampère-like equations of fractons [148], fur-
ther stressing the relation of fracton models with Maxwell theory. Concerning this
analogy, we remark a close resemblance of our 3D action S3D (7.4.64) with Maxwell-
Chern-Simons theory [70], of which it appears to be a kind of spin-two generalization.
A similar observation can also be found in [231] in the context of self-dualmassive grav-
ity, where an identical covariant Chern-Simons term appears, and whose relation with
our 3D model is worth to be further investigated. However, differently from the stan-
dard Maxwell-Chern-Simons theory, here all the coefficients are dimensionless, hence
no topological mass can be identified. Therefore to better analyze this analogy, the
study of the propagators would be helpful. Notice also that the Chern-Simons coeffi-
cient is free, thus it can be switched off. The choice of keeping the Chern-Simons-like
term or not is relevant for the physical interpretation of the model: by switching it
off, the 3D action S3D (7.4.64) can be decoupled into two Maxwell-like terms, and the
boundary theory is compatible with T -symmetry, which characterizes the phenome-
nology involved. For instance, we have seen in Chapters 4 and 5 that the physics on
the boundary of the topological BFmodels [34, 77, 142, 242] is identifiedwith the effec-
tive description of the edge states of Topological Insulators, where T is preserved both
on the bulk and on the boundary. On the other hand, keeping the Chern-Simons-like
term, i.e. relaxing the T constraint, the EoM get a matter contribution. In particular the
Chern-Simons-like term plays the role of fractonic charge ρ̃(X) (7.4.106) and current
J̃ij(X) (7.4.128) in two of the Maxwell-like equations, in accordance with [175]. Some
final physical remarks are in order. Differently from the standard electromagnetic the-
ory and the 4D traceful fractonmodel, here themagnetic-like vectorsBa(X) and B̃a(X)

do not have zero divergence, nor a Bianchi identity exists for the traceless rank-3 field
strengths φabc(X), φ̃abc(X), which suggests the presence of fractonic 3D vortices. Ad-
ditionally, 3D fracton models are known to be related to the elasticity theory of topo-
logical defects through a duality [148]. For instance the traceful Ampère-like equation
can be seen as describing the motion of these defects. Under this respect, it would be
interesting to understand if and how our traceless boundary theory can be related to
topological defects. Finally, there seems to be an interesting possible interpretation of
the fractonic Chern-Simons-like term as associated to torsion contributions, as in [233],
which also would be worth to further analyze.
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In this Chapter, we consider the 4D theory of LGwith a planar boundary, motivated by
the guessed relation between KM algebras [26, 27] and LG [227, 243, 244], providing a
precise interpretation of the physical quantity characterizing KM algebras – its central
charge. According to the “general rule”, the central charge should be related to the LG
coupling constant, normally set to one by a redefinition of the field, which in LG is a
symmetric rank-2 tensor field. Therefore the positivity of the central charge could also
give us a way to determine the sign of the LG “coupling” constant, which in this case
cannot be inferred from an energy constraint. Apart from the KM algebra of conserved
current, the introduction of a boundary yieldsmore. The presence of a boundary in the
3D Chern-Simons theory induces a 2D theory, the Tomonaga-Luttinger theory of a chi-
ral scalar field [87, 115, 245, 246], which we may refer to as a “holographic” reduction
of the 3D bulk theory. Similar dimensional reductions – lower dimensional theories in-
duced by the presence of a boundary in higher-dimensional ones – can be performed
in other theories, both topological and non-topological. For instance we have seen in
the previous Chapter the case of the fractonic theory, whose symmetry is a particular
case of the diffeomorphisms, from which we have observed that fractons always come
together with LG. Thus the theory with boundary studied in Section 7.4 comprises
both fractonic contribution and LG, but without allowing for the limit of g1 = 0 i.e.

pure LG, which is not contained in that analysis. The reason is that, as explained, LG
is a theory defined by a more general symmetry (the diff symmetry), which we know
from Chapter 2 plays an important role in the search for the induced boundary theory.
Indeed it is the breaking of the symmetry due to the presence of the boundary that
leads to the algebra and the degrees of freedom on the lower dimensional theory. If
the symmetry changes, the boundary theory may change as well. Therefore here we
will apply the same mechanism of the previous Chapters to the case of pure LG to find
the holographically induced 3D theory of 4D LGwith a planar boundary. In particular
in Section 8.1 we will first briefly review the theory of LG and its bulk physical content,
and in Section 8.2 we will proceed with the introduction of a planar boundary.

8.1 the theory of gravitational waves

We will therefore consider the theory of a symmetric tensor field hµν(x) which trans-
forms under diffeomorphisms

δdiffhµν = ∂µξν + ∂νξµ . (8.1.1)

As we mentioned previously, this theory contains the theory of fractons of Chapter 7
through a reduction of the diff transformation (8.1.1) into the longitudinal one (7.2.1),
but the physical content is quite different, hence the difference in the notation : the
symmetric rank-2 tensor field Aµν(x) of the previous Chapter was of fractonic nature,
here we will refer to hµν(x) as the rank-2 symmetric tensor field of LG. We are stepping
from the microscopic world of condensed matter and immobile quasiparticles, to the
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linearized theory of gravity describing gravitational waves. Indeed this theory can
be either derived from a pure QFT point of view as the theory invariant under the diff
symmetry (8.1.1), as a perturbation theory in General Relativity, where the gauge field
hµν(x) is a perturbation around the flat Minkowskian metric. In the first case, i.e. QFT
perspective, the transformation (8.1.1) immediately gives the invariant LG action we
already mentioned in the previous Chapters

SLG =

∫
d4x (∂µh∂

µh− ∂ρhµν∂
ρhµν − 2∂µh∂νh

µν + 2∂ρhµν∂
µhνρ) , (8.1.2)

which describes a theory of a massless symmetric rank-2 tensor field hµν(x) in a flat
spacetime. It is relevant to mention here an important generalization in which this
gauge field is given a mass by breaking gauge invariance. This is known as the Fierz-
Pauli action [211, 214, 215, 219]

SFP =

∫
d4x

[
m2(h2 − hµνh

µν) + ∂µh∂
µh− ∂ρhµν∂

ρhµν − 2∂µh∂νh
µν + 2∂ρhµν∂

µhνρ
]
,

(8.1.3)
which describes a single massive spin 2 degree of freedom of mass m. This model is
of particular interest nowadays since it seems that observations of gravitational waves,
which we will show to be the physics related to the LG action (8.1.2), seem to indicate
that gravitons are not massless indeed. Instead, starting from the the Einstein-Hilbert
action of General Relativity

SEH =

∫
d4x

√
−g R , (8.1.4)

one can consider a weak field limit, in which the metric of the spacetime gµν(x) is a
perturbation around flat spacetime

gµν = ηµν + hµν . (8.1.5)

Under this assumption translational invariance in curved spacetime, which is encoded
in the Lie derivative Lξ [105], generates the diff transformation (8.1.1) through lin-
earization :

Lξgµν = ∇µξν +∇νξµ
(8.1.5)−−−−→ δdiffhµν = ∂µξν + ∂νξµ . (8.1.6)

At the same time the Einstein’s EoM

δSEH
δgµν

= Gµν = Rµν −
1

2
gµνR = 0 , (8.1.7)

matches the EoM recoverd from the LG action (8.1.2) in the weak-field limit (8.1.5), for
which at first order in the perturbation the Ricci tensor and scalar are respectively

Rµν ∼ 1

2

(
∂µ∂

λhλν + ∂ν∂
λhλµ −□hµν − ∂µ∂νh

)
; R ∼ ∂µ∂νhµν −□h , (8.1.8)

thus recovering

Gµν ∼ ∂µ∂
λhνλ + ∂ν∂

λhµλ −□hµν − ∂µ∂νh− ηµν∂
α∂βhαβ + ηµν□h = 0 . (8.1.9)



8.1 the theory of gravitational waves 131

In order to analyze the physical content of this equation the first step is to write the
gauge field hµν(x) in terms of the irreducible representation of rotations [105], as we
have also done in Section 7.4 in (B.3.49)-(B.3.51). Therefore we have

h00 = −2ϕ ; h0i = wi ; hkk = −6ψ ; hij = 2(sij − ηijψ) , (8.1.10)

thus we have two scalars - ϕ(x), ψ(x) -, a vector - wi(x) -, and a traceless symmetric
spatial tensor - sij(x) -. One then has to fix a gauge which gives four conditions on
the model, due to the nature of the gauge parameter of the symmetry. The typical
(non-QFT) way to proceed [105] is thus to impose the so called “transverse gauge”

∂iwi = 0 ; ∂isij = 0 . (8.1.11)

Clearly the same results can be obtained also by means of other choices, however this
is the best one to quickly recover the physical content. Indeed, from this choice and the
decomposition (8.1.10), the EoM (8.1.9) can be analyzed in terms of its time and space
components as follows

G00 = 2∇2ψ = 0 ⇒ ψ = 0 (8.1.12)

G0i = 2∂0∂i��ψ − 1

2
∇2wi = 0 ⇒ wi = 0 (8.1.13)

Gij =
(
ηij∇2 − ∂i∂j

)
(ϕ−��ψ)+ 2ηij∂

2
0��ψ + ∂0(((((((∂iwj + ∂jwi)−□sij = 0 (8.1.14)

where (8.1.12) and (8.1.13) give Poisson’s equations, whose smooth solutions are only
given by vanishing fields [105]. By computing the trace of the last equation and the
fact that ψ = wi = 0, we get another Poisson’s equation for ϕ(x), which thus must be
zero as well. We therefore get

□sij = 0 , (8.1.15)
which is awave equation for a traceless symmetric field. This is the core of gravitational
waves. In terms of the gauge field hµν(x), the above conditions (Poisson’s solutions
and transverse gauge (8.1.11)), are usually (misleadingly) translated into the so called
"transverse-traceless" (tt) gauge. We saymisleading because this does not only contain
a gauge, but also solutions to the EoM and, additionally, the results could be recovered
also in different gauges. Anyway, the gauge field in the “tt-gauge” httµν(x) satisfy the
following relations

htt0µ = 0 (8.1.16)
ηµνhttµν = 0 (traceless) (8.1.17)
∂µhttµν = 0 (transverse) (8.1.18)
□httµν = 0 . (8.1.19)

From (8.1.19) we can find plane waves solution

httµν = cµνe
ikλx

λ
, (8.1.20)

with cµν being purely spatial and traceless (i.e. c0µ = 0 = ηµνcµν), and kλ is a lightlike
vector, meaning that the gravitational waves move at the speed of light (unless some
kind of mass term can be introduced in the theory, like for instance through the Fierz-
Pauli term (8.1.3)). By choosing an appropriate reference frame, for example by fixing
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an axis along the direction of propagation kµ = (ω, 0, 0, ω), and considering the trans-
versality equation (8.1.18), one finally get that httµν(x) is represented by the following
matrix

httµν =


0 0 0 0

0 h+ h× 0

0 h× −h+ 0

0 0 0 0

 , (8.1.21)

which means that the gravitational wave has two polarizations which oscillates trans-
versely to its path [105]. These oscillations causes stretches of the space, which can be
measured and are the bases around which experiments on detection of gravitational
waves are built [105].

8.2 linearized gravity with boundary

The analysis of this Section on the effects of the presence of a boundary in the diff
invariant theory of LG is organized as follows.

8.2.1 The bulk model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
8.2.2 The boundary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
8.2.3 Contact between bulk and boundary . . . . . . . . . . . . . . . . . 142
8.2.4 Summary of results . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

Specifically in Section 8.2.1, we consider the 4D LG theory with a planar boundary, im-
plemented using a Heaviside theta distribution in the bulk action. We derive the most
general BC following a method introduced by Symanzik, without imposing them by
hand. The presence of the boundary breaks the invariance under diffeomorphisms,
resulting in a breaking of the diffeomorphismWard identity. From this, conserved cur-
rents and their KM algebra are derived using standardQFTmethods. The central charge
appears to be proportional to the inverse of the LG “coupling” constant, as in topolog-
ical field theories. Section 8.2.2 focuses on the identification of the holographically
induced 3D theory. By first solving the current conservation equation, we find the 3D
degrees of freedomanddetermine themost general transformations that preserve their
invariance. Remarkably, we discover that these transformations are diffeomorphisms,
which is not obvious. Thus, diffeomorphism invariance emerges as a consequence of
our procedure rather than a mere requirement. Once we have the quantum fields with
their transformations, we arrive at themost general 3D action, satisfying the additional
QFT requirements of locality and power counting. Using this, in Section 8.2.3 we estab-
lish the holographic connection, yielding two solutions for the induced 3D theory. Our
results are summarized in Section 8.2.4.

8.2.1 The bulk model

Linearized Gravity is the theory of a rank-2 symmetric tensor field hµν(x) on a flat
Minkowskian background. We introduce a planar boundary at x3 = 0 in the LG action
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by means of a Heaviside step function, which confines the model on a half space with
single-sided planar boundary

Sbulk = λ

∫
d4x θ(x3)

(
1

4
FµµνF

ρν
ρ − 1

6
FµνρFµνρ

)
, (8.2.1)

where Fµνρ(x) is the rank-3 tensor field strength associated to the tensor field hµν(x)
introduced in Section 7.2 [4, 6]

Fµνρ = Fνµρ = ∂µhνρ + ∂νhµρ − 2∂ρhµν , (8.2.2)

satisfying the following properties

Fµνρ + Fνρµ + Fρµν = 0

ϵαµνρ∂
µF βνρ = 0 .

(8.2.3)
(8.2.4)

Notice that this field strength, defined in the context of Section 7.2, is invariant un-
ader the longitudinal diff (fracton) symmetry (7.2.1), but it is not invarint under the
more general diff transformation (8.1.1). The constant λ in (8.2.1) could be reabsorbed
through a redefinition of hµν(x), however we maintain it in order to keep track of the
bulk contributions. Due to the presence of the boundary at x3 = 0 the x3-derivative of
the gauge field at x3 = 0 must be considered as independent from hµν(x) [147], thus
we define

h̃µν ≡ ∂3hµν |x3=0 , (8.2.5)
and the fields have the mass dimensions

[hµν ] = 1 ; [h̃µν ] = 2 . (8.2.6)

As already discussed, the LG theory (8.2.1) in the absence of a boundary is invariant
under the infinitesimal diffeomorphism transformation

δdiffhµν = ∂µΛν + ∂νΛµ , (8.2.7)

where Λµ(x) is a local vector parameter. LG is a gauge field theory, for which a gauge
should be fixed. We choose the axial gauge, as customary in presence of a boundary

hµ3 = 0 . (8.2.8)

This can be realized bymeans of a vector Lagrange multiplier bµ(x) through the gauge-
fixing term

Sgf =

∫
d4x θ(x3)bµhµ3 . (8.2.9)

Moreover, the following source term is needed

SJ =

∫
d4x

[
θ(x3)Jabhab + δ(x3)J̃abh̃ab

]
, (8.2.10)

where, togetherwith the external field Jab(x) associated to the tensor gaugefieldhab(x),
on the boundary an additional external source J̃ab(x) is coupled to h̃ab(x) (8.2.5). The
presence of a boundary requires BC. We follow Symanzik’s approach [10] previously
discussed, by adding to the action a boundary term constrained only bypower-counting
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and locality. This modifies the EoM by a boundary contribution, and the BC are then
obtained bymeans of a simple variational principle. For our model the boundary term
is

Sbd =

∫
d4xδ(x3)

[
ξ0habh

ab + ξ1h̃abh
ab + ξ2ϵ

abchai∂bh
i
c + ξ3h

2 + ξ4h̃h
]
, (8.2.11)

where
h ≡ ηµνhµν ; h̃ ≡ ηµν h̃µν , (8.2.12)

and the ξi, i = {0, ..., 4}, are constant parameters with mass dimensions

[ξ0] = [ξ3] = 1 ; [ξ1] = [ξ2] = [ξ4] = 0 . (8.2.13)

Notice that, due to the gauge-fixing condition (8.2.8), the nontrivial part of the trace
h(x) is ηabhab(x). The full action of the model finally is

Stot = Sbulk + Sgf + SJ + Sbd . (8.2.14)

Equations of motion and boundary conditions

Besides the EoM of the Lagrange multiplier bµ(x), which implements the axial gauge
condition (8.2.8)

δStot
δbµ

= hµ3 = 0 , (8.2.15)

the EoM of the gauge field hαβ(x) and its ∂3-derivative h̃αβ(x) are, respectively

δStot
δhαβ

= θ(x3)
{
λ
[
ηαβ∂µF

νµ
ν − ∂µF

αβµ − 1
2

(
∂αF µβ

µ + ∂βF µα
µ

)]
+ δαa δ

β
b J

ab (8.2.16)

+ 1
2(b

αδβ3 + bβδα3 )
}
+ δ(x3)

{
λ
[
ηαβF µ3

µ − Fαβ3 − 1
2

(
ηα3F µβ

µ + ηβ3F µα
µ

)]
+ δαa δ

β
b

[
2ξ0h

ab + ξ1h̃
ab + ξ2(ϵ

aij∂ih
b
j + ϵbij∂ih

a
j ) + 2ξ3η

abh+ ξ4η
abh̃
]}

= 0 ,

and
δStot
δ∂3hαβ

= λθ(x3)
[
Fαβ3 − ηαβF µ3

µ + 1
2

(
ηα3F µβ

µ + ηβ3F µα
µ

)]
+

+ δ(x3)δαa δ
β
b

{
J̃ab + ξ1h

ab + ξ4η
abh
}
= 0 .

(8.2.17)

The BC come from a variational principle applied on the EoM as limϵ→0

∫ ϵ
0 dx

3(EoM),
which corresponds to putting equal to zero the δ(x3) contribution of the EoM (8.2.16)
and (8.2.17). From limϵ→0

∫ ϵ
0 dx

3(8.2.16) we have{
λ
[
−Fαβ3 + ηαβF µ3

µ − 1
2

(
ηα3F µβ

µ + ηβ3F µα
µ

)]
+ (8.2.18)

+ δαa δ
β
b

[
2ξ0h

ab + ξ1h̃
ab + ξ2(ϵ

aij∂ih
b
j + ϵbij∂ih

a
j ) + 2ξ3η

abh+ ξ4η
abh̃
]}

x3=0
= 0 .

The nontrivial components are

• α = 3, β = b :
λ
(
∂bh− ∂ah

ab
)
x3=0

= λF µb
µ |x3=0 = 0 . (8.2.19)
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• α = a, β = b :[
2ξ0h

ab + (2λ+ ξ1)h̃
ab + ξ2(ϵ

aij∂ih
b
j + ϵbij∂ih

a
j ) + 2ξ3η

abh+ (ξ4 − 2λ)ηabh̃
]
x3=0

= 0 .

(8.2.20)

Taking limϵ→0

∫ ϵ
0 dx

3(8.2.17) and going on-shell (J̃ = 0), we get

δαa δ
β
b

(
ξ1h

ab + ξ4η
abh
)
x3=0

= 0 , (8.2.21)

whose nonvanishing components are α = a, β = b, which give(
ξ1h

ab + ξ4η
abh
)
x3=0

= 0 . (8.2.22)

Notice that from (8.2.19) and taking ∂a-derivative of (8.2.22) we have the following
constraint on the boundary parameters

ξ1 = −ξ4 . (8.2.23)

To summarize, the most general BC on the planar boundary x3 = 0 are the following

∂bh− ∂ah
ab = 0

ξ1

(
hab − ηabh

)
= 0

2ξ0h
ab + (2λ+ ξ1)(h̃

ab − ηabh̃) + ξ2(ϵ
aij∂ih

b
j + ϵbij∂ih

a
j ) + 2ξ3η

abh = 0 .

(8.2.24)
(8.2.25)
(8.2.26)

The BC (8.2.24) is universal, in the sense that it does not depend on Sbd (8.2.11). It
represents the conservation of a current on the boundary

∂aK
ab = 0 , (8.2.27)

with
Kab ≡ hab − ηabh . (8.2.28)

On the other hand, we remark that if ξ1 = 0, the BC are given by (8.2.24) and (8.2.26).
If instead ξ1 ̸= 0, (8.2.25) implies (8.2.24) and the BC are given by (8.2.25) and (8.2.26).

Ward identities

From the EoM for hµν(x) (8.2.16) we get

0 =

∫
dx3∂a

δStot
δhab

= 2λ
(
∂bh̃− ∂ah̃

ab
)
x3=0

+

∫
dx3θ(x3)∂aJ

ab , (8.2.29)

where we used the BC (8.2.18). We thus obtain the following Ward identity∫
dx3θ(x3)∂aJ

ab = −2λ
(
∂bh̃− ∂ah̃

ab
)
x3=0

, (8.2.30)

which is broken on the boundary x3 = 0. In the same way, from the EoM of h̃µν(x)
(8.2.17), we find

0 =

∫
dx3∂a

δStot
δ∂3hab

= ∂aJ̃
ab|x3=0 − 2λ

(
−∂ahab + ∂bh

)
x3=0

, (8.2.31)
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which represents a local Ward identity, broken by the boundary

∂aJ̃
ab|x3=0 = 2λ

(
−∂ahab + ∂bh

)
x3=0

. (8.2.32)

Notice that the r.h.s. describes the conservation on the boundary of the currentKab(X)

(8.2.28), previously found as the BC (8.2.24), hence we may write

∂aJ̃
ab|x3=0 = 0 . (8.2.33)

Going on-shell (J = J̃ = 0), the broken Ward identity (8.2.30) yields(
∂bh̃− ∂ah̃

ab
)
x3=0

= 0 , (8.2.34)

which, again, is a current conservation equation

∂aK̃
ab = 0 , (8.2.35)

with
K̃ab ≡ h̃ab − ηabh̃ . (8.2.36)

Hence, the presence of a planar boundary in LG theory has as a consequence the pres-
ence of conserved currents, which consist of the particular combinations (8.2.28) and
(8.2.36).

Kac-Moody Algebra

By computing the functional derivative with respect to Jmn(x′) of the broken Ward
identity (8.2.30), i.e. δ

δJmn(x′)(8.2.30) :∫ ∞

0
dx3∂a

(
δamδ

b
n + δanδ

b
m

2
δ(4)(x− x′)

)
= −2λ

(
ηac∂

b − δbc∂a

) δZc[J, J̃ ]

δJ̃acδJ ′mn
, (8.2.37)

we get the commutation relations
1

2

(
δamδ

b
n + δanδ

b
m

)
∂aδ

(3)(X −X ′) = −2iλ
(
ηacη

b0 − δbcδ
0
a

) [
h̃ac , h′mn

]
δ(x0 − x′0) ,

(8.2.38)
where we used the on-shell constraint (8.2.34). By setting

• b = 0we have(
δamδ

0
n + δanδ

0
m

)
∂aδ

(3)(X −X ′) = 4iλ
[
h̃dd , h

′
mn

]
δ(x0 − x′0) , (8.2.39)

from which, integrating over time,
– m = n = 0 gives [

h̃dd , h
′
00

]
x0=x′0

= 0 . (8.2.40)

– m = 0, n = nwe get[
h̃dd , h

′
0n
]
x0=x′0

= − i

4λ
∂nδ(2)(X −X ′) . (8.2.41)
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This can be identified as a KM algebraic structure [26, 27]with central charge

c = − 1

4λ
, (8.2.42)

which implies
λ < 0 , (8.2.43)

because of the positivity of central charge of KM algebras [73, 74].
– m = m, n = n gives [

h̃dd , h
′
mn
]
x0=x′0

= 0 . (8.2.44)

• b = b

(δamδ
b
n + δanδ

b
m) ∂aδ

(3)(X −X ′) = 4iλ
[
h̃0b , h′mn

]
δ(x0 − x′0) . (8.2.45)

– m = n = 0 [
h̃0b , h′00

]
x0=x′0

= 0 . (8.2.46)

– m = 0, n = n [
h̃0b , h′0n

]
x0=x′0

= 0 . (8.2.47)

– m = m, n = n[
h̃0b , h′mn

]
x0=x′0

= − i

4λ
(δamδ

b
n + δanδ

b
m) ∂aδ

(2)(X −X ′) . (8.2.48)

Here again aKM algebraic structure is observedwith the same central charge
c (8.2.42).

We now compute the functional derivative of the broken Ward identity (8.2.30) with
respect to J̃mn(x′), i.e. δ

δJ̃mn(x′)
(8.2.30) :

0 = −2iλ
(
ηacη

b0 − δbcδ
0
a

) [
h̃ac , h̃′mn

]
x0=x′0

, (8.2.49)

where we used the on-shell constraint (8.2.34) and integrated over time. In particular
we have at

• b = 0 [
h̃dd , h̃

′
mn

]
x0=x′0

= 0 ; (8.2.50)

• b = b [
h̃0b , h̃′mn

]
x0=x′0

= 0 . (8.2.51)

Summarizing, from the integratedWard identity (8.2.30) we get the semidirect sum of
KM algebras with the same central charge[

h̃dd , h
′
0n
]
= − i

4λ
∂nδ(2)(X −X ′)[

h̃0b , h′mn
]
= − i

4λ
(δamδ

b
n + δanδ

b
m) ∂aδ

(2)(X −X ′) .

(8.2.52)

(8.2.53)



138 linearized gravity

The above KM algebraic structure has a physical meaning when expressed in terms of
the conserved currents Kab(X) (8.2.28) and K̃ab(X) (8.2.36), which are expressed in
terms of the tensor fields hab(X), h̃ab(X) and their traces. In fact, as a consequence of
(8.2.52) and (8.2.53) we find thatKab(X) and K̃ab(X) form a KM algebra with central
charge (8.2.42) whose non vanishing components are[

K̃00 , K ′
0m
]
= − i

4λ
∂mδ(2)(X −X ′)[

K̃0b , K ′
mn

]
= − i

4λ
(δamδ

b
n + δanδ

b
m − 2ηabηmn) ∂aδ(2)(X −X ′) .

(8.2.54)

(8.2.55)

The existence of a KM algebraic structure for conserved currents on the boundary of
4D LG confirms the guess made in [227] as a particularly interesting possibility in con-
nection with Weinberg’s soft graviton theorems [247–249].

8.2.2 The boundary

The degrees of freedom

The presence of a 3D boundary in the 4D theory described by the action Stot (8.2.14)
induces a 3D theory, whose field content is determined by the solution of the on-shell
broken Ward identity (8.2.30)

∂a

(
h̃ab − ηabh̃

)
x3=0

= 0 (8.2.56)

and of the BC (8.2.24)
∂a

(
hab − ηabh

)
x3=0

= 0 . (8.2.57)

Let us consider first (8.2.56). Define

C̃ab ≡ h̃ab − ηabh̃ , (8.2.58)

whose trace is
C̃ = ηabC̃

ab = −2h̃ . (8.2.59)
Eq. (8.2.56) then reads

∂aC̃
ab = 0 . (8.2.60)

In order to find the most general solution, let us parametrize the symmetric tensor
C̃ab(X) as follows

C̃ab =
1

2

(
ϵamn∂mΣ̃

b
n + ϵbmn∂mΣ̃

a
n

)
. (8.2.61)

Because of (8.2.60) it must be

ϵbmn∂m∂aΣ̃
a
n = 0 , (8.2.62)

which is solved by
Σ̃ a
n = ϵacd∂cσ̃nd + ∂nϕ

a , (8.2.63)
but we observe that the ϕa(X) contribution trivializes C̃ab(X) (8.2.61). Hence

Σ̃ a
n = ϵacd∂cσ̃nd . (8.2.64)
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In terms of this result, C̃ab(X) (8.2.61) solves (8.2.60), and reads

C̃ab = ϵbmnϵacd∂m∂cσ̃nd , (8.2.65)

with σ̃ab(X) = σ̃ba(X) as a consequence of the fact that C̃ab(X) is symmetric C̃ab(X) =

C̃ba(X), and with [σ̃] = 0. Thus the general solution for h̃ab(X) is

h̃ab = C̃ab − 1

2
ηabC̃ (8.2.66)

= −1

2
ηab(∂m∂

mσ̃ n
n − ∂m∂nσ̃mn) + ∂m∂

mσ̃ab + ∂a∂bσ̃ n
n − ∂c(∂

bσ̃am + ∂aσ̃bc) .

The Eq.(8.2.57) for hab(x) has the same structure as (8.2.56), therefore the solution has
the same form (8.2.66). We finally get

h̃ab = ϵbmnϵacd∂m∂cσ̃nd +
1

2
ηab(∂m∂

mσ̃ n
n − ∂m∂nσ̃mn) (8.2.67)

= −1

2
ηab(∂m∂

mσ̃ n
n − ∂m∂nσ̃mn) + ∂m∂

mσ̃ab + ∂a∂bσ̃ n
n − ∂c(∂

bσ̃ac + ∂aσ̃bc)

hab = ϵbmnϵacd∂m∂cσnd +
1

2
ηab(∂m∂

mσ n
n − ∂m∂nσmn) (8.2.68)

= −1

2
ηab(∂m∂

mσ n
n − ∂m∂nσmn) + ∂m∂

mσab + ∂a∂bσ n
n − ∂c(∂

bσac + ∂aσbc) ,

which means that the fields of the induced 3D theory are identified as the rank-2 sym-
metric tensors σab(X) and σ̃ab(X). Moreover, these solutions are invariant under the
following transformations of the boundary fields σab(X), σ̃ab(X)

δ̃h̃ab = 0 ⇔ δ̃σ̃mn = ∂mξ̃n + ∂nξ̃m

δhab = 0 ⇔ δσmn = ∂mξn + ∂nξm ,

(8.2.69)
(8.2.70)

which remarkably means that the induced boundary theory must be invariant under
infinitesimal diffeomorphisms, which therefore is a consequence of the generalmethod
we followed to introduce a boundary in LG, without need of requiring it explicitly.

Most general 3D action

As a consequence of the solutions h̃ab(x) (8.2.67) and hab(x) (8.2.68) and of their mass
dimensions (8.2.6), the boundary fields σab(X) and σ̃ab(X) should have mass dimen-
sions [σ] = −1 and [σ̃] = 0. However, in 3D the canonical choices for the mass dimen-
sions of the tensor fields are two :

1. [σ] = [σ̃] = 1, which can be realized by rescaling as follows

σ̃ → M̃−1σ̃ ; σ →M−2σ . (8.2.71)

However in this case power-counting and locality constrain the action to the fol-
lowing Chern-Simons/BF-like action [14],

S =

∫
d3xϵabc

(
a1σad∂bσ

d
c + a2σ̃ad∂bσ

d
c + a3σ̃ad∂bσ̃

d
c

)
(8.2.72)
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which is not invariant under the diffeomorphism transformations δ (8.2.70) and
δ̃ (8.2.69) :

δS =

∫
d3xϵabc (2a1σad + a2σ̃ad) ∂b∂

dξc

δ̃S =

∫
d3xϵabc (a2σad + 2a3σ̃ad) ∂b∂

dξ̃c ,

(8.2.73)

(8.2.74)

which indeed vanish only at the trivial case (a1 = a2 = a3 = 0). Thus we must
discard this possibility.

2. [σ] = [σ̃] = 1
2 , achieved by rescaling

σ̃ → M̃− 1
2 σ̃ ; σ →M− 3

2σ , (8.2.75)

which, instead, leads to a nontrivial solution, as we shall see in what follows.
The most general action invariant under the infinitesimal diffeomorphisms δ̃ (8.2.69)
and δ (8.2.70) has the following structure

S3D[σ, σ̃] = κSLG[σ] + κ̃S̃LG[σ̃] + κmSmix[σ, σ̃] , (8.2.76)

where κ, κ̃, κm are dimensionless constants, and SLG[σ] and S̃LG[σ̃] are LG contribu-
tions analogous to (8.2.1), written in terms of the boundary tensor field σab(X) and
σ̃ab(X), respectively

SLG =

∫
d3x

(
1

4
faacf

bc
b − 1

6
fabcfabc

)
S̃LG =

∫
d3x

(
1

4
f̃aacf̃

bc
b − 1

6
f̃abcf̃abc

)
,

(8.2.77)

(8.2.78)

with
fabc = fbac = ∂aσbc + ∂bσac − 2∂cσab

f̃abc = f̃bac = ∂aσ̃bc + ∂bσ̃ac − 2∂cσ̃ab ,

(8.2.79)
(8.2.80)

satisfying the ciclicity property

fabc + f bca + f cab = 0

f̃abc + f̃ bca + f̃ cab = 0 .

(8.2.81)
(8.2.82)

Notice that no Chern-Simons or BF contributions like in (8.2.72) are allowed as a conse-
quence of the diffeomorphism invariances δS3D = δ̃S3D = 0. The Smix term in (8.2.76)
is the most general one depending on both σab(X) and σ̃ab(X), compatible with power-
counting and the invariances δSmix = δ̃Smix = 0. Excluding again Chern-Simons/BF-
like contributions, which are not invariant under diffeomorphisms, we have

Smix =

∫
d3x

{
a0∂aσ∂

aσ̃ + a1∂cσab∂
cσ̃ab + a2∂aσ∂bσ̃

ab + a3∂aσ̃∂bσ
ab + a4∂cσab∂

aσ̃bc
}
.

(8.2.83)
Under the diff transformation δ (8.2.70) we get

δSmix = −
∫
d3x

{
σ̃ab
[
(2a1 + a4) ∂a∂

2ξb + (2a2 + a4) ∂a∂b∂mξ
m
]
+ 2σ̃ (a0 + a3) ∂m∂

2ξm
}
,

(8.2.84)



8.2 linearized gravity with boundary 141

which means that the action is invariant, i.e. δSmix = 0, if
a3 = −a0
a4 = −2a1

a2 = a1 .

(8.2.85)

The δ-invariant Smix action term is

Smix =

∫
d3x

{
a0∂aσ∂

aσ̃ + a1∂cσab∂
cσ̃ab + a1∂aσ∂bσ̃

ab − a0∂aσ̃∂bσ
ab − 2a1∂cσab∂

aσ̃bc
}
.

(8.2.86)
Requiring now invariance under δ̃ (8.2.69), we get

δ̃Smix = 0 = 2

∫
d3x

{
σab (a0 + a1) ∂

a∂b∂mξ̃m − σ (a0 + a1) ∂m∂
2ξ̃m

}
, (8.2.87)

hence it must be
a1 = −a0 . (8.2.88)

Therefore the mixed action term (8.2.86) invariant under both δ̃ (8.2.69) and δ (8.2.70)
is

Smix = a0

∫
d3x

{
∂aσ∂

aσ̃ − ∂cσab∂
cσ̃ab − ∂aσ∂bσ̃

ab − ∂aσ̃∂bσ
ab + 2∂cσab∂

aσ̃bc
}
.

(8.2.89)
After reabsorbing the a0 parameter into κm in (8.2.76), we observe that using the defi-
nitions of fabc(X) (8.2.79) and f̃abc(X) (8.2.80) Smix (8.2.89) can be written as

Smix =

∫
d3x

(
1

4
faacf̃

bc
b − 1

6
fabcf̃abc

)
. (8.2.90)

The most general invariant action therefore is

S3D = κSLG + κ̃S̃LG + κmSmix

=

∫
d3x

{
κ
(
1
4f

a
acf

bc
b − 1

6f
abcfabc

)
+ κ̃

(
1
4 f̃

a
acf̃

bc
b − 1

6 f̃
abcf̃abc

)
+

+ κm

(
1
4f

a
acf̃

bc
b − 1

6f
abcf̃abc

)}
.

(8.2.91)

We finally observe that Smix (8.2.90) can be written as

Smix =

∫
d3xϵabcϵdefσad∂b∂eσ̃cf , (8.2.92)

hence, replacing σ̃ab(X) with σab(X) we have an alternative way to write the 3D LG
action

SLG =

∫
d3x(ϵabc∂bσam)(ϵ

pnm∂nσpc) , (8.2.93)

whose EoM are
ϵap1p2ϵbp3p4∂p1∂p3hp2p4 = 0 , (8.2.94)

which are those of LG written in an alternative and more compact way. A similar ex-
pression holds for 4D LG, whose EoM can be written as

ϵµα1α2α3ϵνα4α5α6ηα3α6∂α1∂α4hα2α5 = 0 . (8.2.95)
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Equations of motion of the 3D induced theory

From the ciclicity property of fabc(X) and f̃abc(X) (8.2.81), (8.2.82), we find the fol-
lowing EoM for the boundary fields σab(X) and σ̃ab(X)

δS3D
δσmn

=κ
[
−∂afmna + ηmn∂af

ba
b − 1

2

(
∂mf bn

b + ∂nf bm
b

)]
+

+
κm
2

[
−∂af̃mna + ηmn∂af̃

ba
b − 1

2

(
∂mf̃ bn

b + ∂nf̃ bm
b

)]
= 0

δS3D
δσ̃mn

=κ̃
[
−∂af̃mna + ηmn∂af̃

ba
b − 1

2

(
∂mf̃ bn

b + ∂nf̃ bm
b

)]
+

+
κm
2

[
−∂afmna + ηmn∂af

ba
b − 1

2

(
∂mf bn

b + ∂nf bm
b

)]
= 0 .

(8.2.96)

(8.2.97)

8.2.3 Contact between bulk and boundary

It is possible to make a holographic contact between the 4D bulk theory described
by the action Stot (8.2.14) and the induced 3D theory whose action is S3D (8.2.91) by
requiring that the EoM (8.2.96) and (8.2.97) derived from S3D coincide with the BC
(8.2.24), (8.2.25) and (8.2.26) we found for the 4D bulk theory. This can be achieved
by suitably fine tuning the ξi parameters appearing in Sbd (8.2.11), and κ, κ̃, κm in S3D
(8.2.91). The first step is to write the BC (8.2.24), (8.2.25) and (8.2.26) in terms of the
boundary fields σab(X) and σ̃ab(X) through the solutions (8.2.67) and (8.2.68). The BC
(8.2.24) is the defining equation for hab(X) on the boundary (8.2.68), thus the contact
is automatically satisfied. Concerning (8.2.25), using (8.2.68) we have, on x3 = 0

0 = hab − ηabh =M− 3
2

[
∂2σab + ∂a∂bσ − ∂c

(
∂aσbc + ∂bσac

)
+ ηab

(
∂c∂dσcd − ∂2σ

)]
(8.2.98)

whereM is the rescaling factor of σab(X) introduced in (8.2.75). This can also be writ-
ten as

Hmn ≡ (hmn − ηmnh) |(8.2.68) =
M− 3

2

2

[
−∂afmna + ηmn∂af

ba
b − 1

2

(
∂mf bn

b + ∂nf bm
b

)]
.

(8.2.99)
Analogously

H̃mn ≡
(
h̃mn − ηmnh̃

)
|(8.2.68) =

M̃− 1
2

2

[
−∂af̃mna + ηmn∂af̃

ba
b − 1

2

(
∂mf̃ bn

b + ∂nf̃ bm
b

)]
,

(8.2.100)
where M̃ is the rescaling factor of σ̃ab(X) introduced in (8.2.75). We introduced Hab

and H̃ab so that the contact between the bulk BC and the boundary EoM will be more
evident, as we shall see. Indeed the 3D EoM (8.2.96) and (8.2.97) can be written as
linear combination of (8.2.99) and (8.2.100)

αHmn + βH̃mn = 0 . (8.2.101)

Explicitly we have

(8.2.96) = 2κM
3
2Hab + κmM̃

1
2 H̃ab = 0

(8.2.97) = κmM
3
2Hab + 2κ̃M̃

1
2 H̃ab = 0 .

(8.2.102)
(8.2.103)
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The BC (8.2.25) can be written as
ξ1H

ab = 0 , (8.2.104)
while the BC (8.2.26) cannot be written as (8.2.101)

2ξ0H
ab + (2λ+ ξ1)H̃

ab + ξ2(ϵ
aij∂ih

b
j + ϵbij∂ih

a
j ) + 2(ξ3 + ξ0)η

abh = 0 , (8.2.105)

unless
ξ3 = −ξ0 ; ξ2 = 0 , (8.2.106)

in which case the BC (8.2.26) becomes

2ξ0H
ab + (2λ+ ξ1)H̃

ab = 0 , (8.2.107)

recalling that λ is the coefficient of the bulk action Sbulk (8.2.1). Now that both EoM
and BC have a similar structure, we can holographycally match them by tuning their
parameters so that (EoM)↔(BC). Keeping in mind that the ξ1 parameter defines two
situations

• ξ1 = 0 : one BC (8.2.107)

• ξ1 ̸= 0 : two BC (8.2.104) and (8.2.107),

let us look at the first case.

1. ξ1 = 0ξ1 = 0ξ1 = 0 : the only BC is, after a multiplication by 1
2λ (remember that λ ̸= 0, being

the coupling constant of the bulk)
ξ0
λ
Hab + H̃ab = 0 . (8.2.108)

In the same way we have seen that the EoM (8.2.96) and (8.2.97) can be written
as (8.2.102), (8.2.103)

2µ
κ

κm
Hab + H̃ab = 0

µ

2

κm
κ̃
Hab + H̃ab = 0 ,

(8.2.109)

(8.2.110)

where µ ≡
√

M3

M̃
with [µ] = 1. They both match with the BC (8.2.108) if

ξ0
λ

= 2µ
κ

κm
=
µ

2

κm
κ̃

⇒ κ2m = 4κκ̃ , κκ̃ > 0 . (8.2.111)

The implication on the 3D action (8.2.91) is that the following redefinition of the
fields is possible

ρab ≡
√
κσab ±

√
κ̃σ̃ab ; Φabc ≡

√
κfabc ±

√
κ̃f̃abc , (8.2.112)

such that the action only depends on one field as

S3D =
1

6

∫
d3x

(
1√
2
ηabΦ mc

m − Φabc
)(

1√
2
ηabΦ

n
nc +Φabc

)
=

∫
d3x

(
1

4
Φ mc
m Φnnc −

1

6
ΦabcΦabc

)
= SLG[ρ] ,

(8.2.113)
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which is LG in 3D. The sign ± in (8.2.112) depends on the sign of κm as a conse-
quence of the contact (8.2.111) for which κm = ±2

√
κκ̃. Notice that if ξ1 = 0, Sbd

(8.2.11) becomes
Sbd = ξ0

∫
d4xδ(x3)

(
habh

ab − h2
)
, (8.2.114)

i.e. the boundary action Sbd (8.2.11) does not depend on the ∂3-derivative of the
gauge field anymore. We recognize in Sbd the Fierz-Pauli mass term (8.1.3) [211,
214, 215, 218, 219], which renders the relation with LG even more remarkable.
This allows to interpret ξ0 as a Fierz-Pauli mass for the tensor field hab(X) on the
boundary x3 = 0.

2. ξ1 ̸= 0ξ1 ̸= 0ξ1 ̸= 0 : the BC are the following

Hab = 0

2ξ0�
��H
HHHab + (2λ+ ξ1)H̃

ab = 0 .

(8.2.115)
(8.2.116)

We have to distinguish between two cases: 2λ + ξ1 = 0 and 2λ + ξ1 ̸= 0. For
ξ1 = −2λwe are left with the BC (8.2.115) only, which depends on hab(X), hence
on σab(X) through the solution (8.2.68). To have a contact, we have to switch
off the σ̃ab(X) dependence in the 3D action (8.2.91) (and in the EoM (8.2.102),
(8.2.103)) by putting κm = κ̃ = 0. The induced theory in this case is LG for the
field σab(X)

S3D = κSLG = κ

∫
d3x

(
1
4f

a
acf

bc
b − 1

6f
abcfabc

)
, (8.2.117)

where we can reabsorb the κ parameter through a redefinition of the field σab(X).
The boundary action term Sbd (8.2.11) is

Sbd =

∫
d4xδ(x3)

[
ξ0(habh

ab − h2)− 2λ(h̃abh
ab − h̃h)

]
. (8.2.118)

Notice that also in this case the ξ0 parameter plays the role of a Fierz-Pauli mass
for hab(X) on the boundary. If instead ξ1 ̸= {−2λ, 0}

Hab = 0

H̃ab = 0 .

(8.2.119)
(8.2.120)

Looking at the 3D boundary-side (EoM) we can use the EoM (8.2.109)

H̃ab = −2µ
κ

κm
Hab (8.2.121)

in the EoM (8.2.110), which becomes

µ

2

(
κ2m − 4κκ̃

κ̃κm

)
Hab = 0 ; κ̃, κm ̸= 0 . (8.2.122)

Now we notice that if κ2m − 4κκ̃ = 0 the EoM (8.2.122) becomes trivial, and we
only have one EoM, which is (8.2.121), which can nevermatch the two BC (8.2.115)
and (8.2.116) at the same time. Indeed this case (κ2m− 4κκ̃ = 0) allows a contact
only if we look at the BC in the form (8.2.104) and (8.2.107) and set ξ1 = 0, which
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coincide with Case 1 (8.2.111). Therefore κ2m − 4κκ̃ = 0 ⇔ ξ1 = 0. Considering
κ2m−4κκ̃ ̸= 0we can use the second EoM (8.2.122) back into the first one (8.2.121)
and get

Hab = 0

H̃ab = 0 ; κ2m − 4κκ̃ ̸= 0, κ̃, κm ̸= 0 ,

(8.2.123)
(8.2.124)

which matches exactly the BC (8.2.119) and (8.2.120). Thus the holographic con-
tact is possible for ξ1 ̸= {−2λ, 0}, κm ̸= {0, 2

√
κκ̃} and κ̃ ̸= 0. Again ξ0 does not

affect the contact and can be interpreted as a Fierz-Pauli mass.

We summarize our results in the following Table 7

SbdSbdSbd parameters Constraints Sbd =Sbd =Sbd = S3D =S3D =S3D =

ξ1 = 0, ξ0 free κ = ξ0
2µλκm ; κ̃ = µλ

2ξ0
κm ; κ2m = 4κκ̃ Sbd[h] SLG[ρ]

ξ1 = −2λ, ξ0 free κ free ; κ̃ = 0 ; κm = 0 Sbd[h, h̃] SLG[σ]

ξ1 ̸= {−2λ, 0}, ξ0 free κ free ; κ̃ ̸= 0 ; κm ̸= {0, 2
√
κκ̃} Sbd[h, h̃] κSLG + κ̃S̃LG + κmSmix

Table 7: Scheme of the contacts between bulk (BC) and boundary (EoM) with constraints on the parame-
ters of Sbd (8.2.11) and of S3D (8.2.91).

As we see from Table 7, depending on the value of the ξ1 parameter of Sbd (8.2.11), we
found two possibilities for the 3D theory induced by the presence of a planar boundary
on the 4D LG theory

• ξ1 = {0,−2λ}ξ1 = {0,−2λ}ξ1 = {0,−2λ} the 3D induced theory is LG for one symmetric rank-2 tensor field

S3D = SLG . (8.2.125)

The corresponding 4D Sbd (8.2.114) is a Fierz-Pauli mass term for the 4D tensor
field hab(X) whose mass parameter is ξ0.

• ξ1 ̸= {0,−2λ}ξ1 ̸= {0,−2λ}ξ1 ̸= {0,−2λ} the 3D induced action depends on two rank-2 symmetric tensor
fields σab(X) and σ̃ab(X). After a field redefinition, it reads

S3D[σ, σ̃] = SLG[σ] + S̃LG[σ̃] + kSmix[σ, σ̃] , (8.2.126)

where k is a constant which cannot be reabsorbed.

In both cases, the 4D boundary term Sbd (8.2.11) contains a Fierz-Pauli mass term for
the bulk tensor field hab(X), whose mass parameter is ξ0.

8.2.4 Summary of results

In this Section we studied the effect of the presence of a planar boundary on 4D LG,
realized by means of a Heaviside step function in the action (8.2.1). Following the QFT
approach presented inChapter 2we observed that the presence of the boundary breaks
the invariance under diffeomorphisms, which are the symmetry transformations of
LG. Correspondingly, the Ward identity which describes the invariance under diffeo-
morphisms (8.2.30) acquires a breaking, which is crucial, because from it the main
information of the theory might be derived, namely the fields content, the symmetry
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transformations and the boundary algebra. Wewrote “might” because it is not obvious
that this can always be done. In fact, we stressed throughout this whole Thesis that this
seemed to work for all TQFTs, where non trivial boundary dynamics has been first ob-
served, and for a long time this property has been believed to be peculiar of these kind
of theories. But we have seen that more recently, similar results have been found in
non-topological field theories, like Maxwell theory [1], and this motivated the bound-
ary investigations of this Thesis formore general theories, likewe did in this Section for
LG. A first remarkable result is that on the boundary we found two conserved currents
(8.2.28) and (8.2.36) which form the algebraic structure (8.2.54) and (8.2.55) of the KM
type, whose central charge is proportional to the inverse of the LG “coupling” constant
(8.2.42). This confirms what has been guessed in [227], where it was suspected the
existence, in 4D LG, of a KM algebra as a particularly interesting possibility in connec-
tionwithWeinberg’s soft graviton theorems [247–249]. Since the central charge of aKM
algebramust be positive, this is mostly useful to determine the sign of the overall LG ac-
tion, which otherwise should be determined by imposing that the energy density, that
is the 00-component of the energy-momentum tensor, is positive, which in gravity is a
known tricky issue [105, 250]. Moreover, we were able to solve the on-shell Ward iden-
tity (8.2.56) and the universal BC (8.2.57) getting (8.2.67) and (8.2.68), which allowed
us to express, on the boundary, the 4D bulk fields hab(X) and h̃ab(X) in terms of 3D
fields which are the degrees of freedom of the induced 3D theory. We found that these
latter, like their 4D ancestors, are rank-2 symmetric tensor fields : σab(X) and σ̃ab(X).
This, as LG shows, seems to be peculiar of non topological QFTs. Indeed what is usually
found in TQFTs is that the fields living on the d− 1-dimensional boundary are tensors
of lower rank with respect their d-dimensional counterpart : from rank-2 tensors one
finds vectors in the topological 4D BF theory [88] and the boundary reduction of the
gauge field in Chern-Simons theory gives scalars, as we have seen in Chapters 4 and 5.
Here, instead, the 3D boundary fields are rank-2 symmetric tensor fields as those of 4D
LG. And, quite interestingly, the transformationwhich keeps invariant the definition of
the boundary fields turns out to be the diffeomorphisms (8.2.69) and (8.2.70), which
therefore are a consequence of the introduction of the boundary, rather than an a priori
request. Given the dynamical fields and the symmetry transformations, requiring lo-
cality and power counting allowed us to find the most general 3D action S3D (8.2.91),
which consists of three terms. Each term being invariant by its own, S3D depends on
three constants which we do not reduced by redefining the 3D fields as we could, but
we fixed them by establishing a “holographic” contact as our last step. This has been
realized by requiring that the EoM of the 3D action S3D coincide with the BC of the 4D
theory. To do that, we had at our disposal the 4 parameters on which Sbd (8.2.11) de-
pends and the three constants in S3D (8.2.91). As an outcome of this tuning, we found
two possibilities, depending on the value of one particular parameter appearing in Sbd :
S3D describes either LG for one single tensor field (8.2.125), or the action (8.2.126), con-
taining two decoupled LG terms for the boundary tensor fields σab(X) and σ̃ab(X) and
one term which mixes them. As a last, but probably not least, fact, we remark that in
any case the Sbd action term which governs the holographic contact contains a mass
term (8.2.114) for the bulk tensor field hab(x) of the particular Fierz-Pauli type [211,
214, 215, 218, 219], with a free parameter ξ0 which we can interpret as a mass.
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We started with the idea of an analysis of boundary effects on theories both standard
and not, within a formal QFT approach. We ended up doing this and more. Indeed the
formal requirements of QFTs, together with phenomenological inputs, also pushed us
into the development of a new, well defined, QFT for fracton quasiparticles [4]. This
was surely necessary in order to study boundary effects on fracton models in a precise
and QFT-oriented way, but the fact of having a proper QFT for such models means even
more, since one is now able to delve into the secrets of fractons without boundary as
well, andwithout the necessity of invoking “intuitions” as it is explicitly admitted in the
seminal papers [160, 161], but just by applying straightforwardly QFT first principles.
All that would not have happened if it were not for phenomenological inputs, which
made us look with interest into the theory of fractons, together with the desire to only
trust first principles and that “high flexibility and perfection of theQFT formalism” that
motivated Symanzik. With this spirit we were thus able to build a new theory, but also
to expand the dictionary of QFTs with boundary : we observed the effect of a metric in
TQFTs to have a non-trivial effect on the edge states, but we also showed that the bulk-
boundary paradigm is much wider than expected, being extensible also to non-TQFTs.
We have remarked many times that dealing with boundaries may have surprising out-
comes, and this just by thinking about the standard, textbook example of TQFTs with
boundary in flat spacetime, from which one starts with an unphysical theory and end
up talking about experimental observation on the edge ofHall systems. But, aswe shall
see inmore details inwhat follows, the results presented in this Thesis concerns an even
wider variety of areas of physics : condensed matter (Fractional Quantum Hall Effect,
Topological Insulators, higher order Topological Insulators, QuantumAnomalousHall
Effect, fracton phases...), elasticity, gravity (massive, self dual, torsional effects...) all
these are words that have appeared when discussing about the results we obtained on
the edge of either TQFTs, fractons or Linearized Gravity with boundary.

Final overview on the specific results

The results achieved in this Thesis could be quickly summarized by saying that on
the boundary of TQFTs on a generic manifold in curved spacetime Hall systems with
accelerated edge modes are found, a 3D traceless fracton model can be recovered as
induced by a traceful scalar charge theory of fractons in the bulk, and finally a 3D LG-
like theory exists on the edge of 4D LG itself. But there is much more to say about the
results obtained from the works collected in this Thesis, both dealing with boundary
effects and not. In particular

tqfts in curved spacetimes : even though the metric does not affect the bulk of
the TQFT, by definition of a topological theory, a memory of it is kept by the boundary,
from which we observed that the metric does intervene in the local observables of the
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lower-dimensional theory, namely in the chiral velocities. The dictionary has thus been
updated as follows

Flat TQFT with boundary ⇒ constant chiral edge velocities
Curved TQFT with boundary ⇒ local chiral edge velocities .

This allows for a formal theoretical explanation of the observed accelerated edgemodes
of some condensed matter systems, which could not be justified in terms of the stan-
dard flat bulk-boundary approach, but only through an ad hoc introduction coming
from phenomenological requirements. Moreover, with our results we can make a con-
tact between these phenomenological requirements (confining potential...) and the
QFT procedure : the induced metric γ(x) play the role of the phenomenological poten-
tial V (x) which makes the edge velocities acquire spacetime dependence i.e. v = v(x).
This same thing happen, also in the flat case, when thinking about the Chern-Simons
coupling constant κ, which represents the filling factor ν of the phenomenological
model on the boundary. These results can be found in [2] and [3].

new qft for fractons : built from a QFT symmetry-based approach, this new co-
variant theory for fractons allowed to recover all the results of the Literature from first
principles of QFT, and more. Indeed we observed

• an immediate relation with LG. This claim can be found in the fracton Literature
[177, 198–200], but it is immediately apparent from the field theoretical point of
view. This relation appears as an additional term in the action with its own “cou-
pling”. The fact that a quadratic, Lorentz and gauge invariant theory depends on
one unavoidable constant is quite uncommon, if not unique. It is not even clear
how to call this constant, since it cannot be a “coupling” constant, being the the-
ory Sinv (7.2.7) free and non interacting, nor a mass, being dimensionless. This
peculiarity originates from the fact that the space of functionals invariant under
the covariant fractonic transformation (7.2.5) has dimension two, instead of one
as it commonly happens. To our knowledge, the only exception is given by the
3D Maxwell-Chern-Simons theory [70], which depends on one “true” constant
as well, but in that case the constant can be identified as a mass. We might say
that gravitons may exist alone, while fractons necessarily come with gravitons,
lacking, up to now, a symmetry which uniquely determines them.

• the presence of an energymomentum tensorwhich has strong analogies with the
standard electromagnetic one. The possibility of computing it as a variation of the
metricwas allowedonly by the fact thatwehad a covariant theory, and confirmed,
through the computation of the “Lorentz” force, that the theory concerned fully
mobile dipoles, as one would expect from a fracton model. We however observe
that such energy-momentum tensor is not conserved, which, again, could be a
confirmation of the theory we are dealing with : standard non-covariant fracton
models display broken translational symmetry, as a consequence of dipole con-
servation. In our covariant theory this can be encoded in the non-conservation
of the energy-momentum tensor (its spatial components in particular). From a
formal point of view one can also notice that this is in agreement with Weinberg-
Witten theorem [251] when keeping inmind that here we havemassless spin two
objects
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Theorem 2 : A theory that allows the construction of a conserved Lorentz covari-
ant energy-momentum tensor Tµν for which ∫ d3xTµν is the energy-momentum
four-vector cannot contain massless particles of spin j > 1.

Additionally, another interesting observation on that regard is that the stress-
energy tensor is not traceless, hence the theory is not scale invariant, differently
from the classical Maxwell theory. Instead, tracelessness is recovered in 6D. Had
wedealtwith a field theory exercise, it would have been better to face the problem
in 6D, where the gauge field has mass dimensions [Aµν ] = 2 and, consequently,
the gauge parameter would have been given vanishing dimensions, as usual in
gauge field theory. But the most general invariant action (7.2.7) consists of two
terms : SLG (7.2.9) and Sfract (7.2.8) which are respectively the actions for lin-
earized gravity and for fractons, both physically relevant in 4D.

• every physical quantity is invariant at sight. The definition of the invariant rank-3
field strength Fµνρ(x) in terms of which the electric and magnetic tensor fields
Eij(x) (7.2.40) and Bij(x) (7.2.48) of fractons can be written, makes them im-
mediately invariant quantities under the fracton symmetry (7.2.5), allowing for
them to be identifiable as the physical objects of the theory.

• a nontrivial boundary physics. As a consequence of the peculiarity of the frac-
tonic symmetry, a “generalized” Kac-Moody algebra is recovered on the bound-
ary, which matches exactly the one observed in the context of higher order Topo-
logical Insulators, thus adding a checkmark on the always suspected relation be-
tween these materials and edge states of fracton models [55, 184]. The boundary
theory display a curious phenomenon for which the edge DoF turn out to be trace-
less, and the physical model appears to be related to the traceless scalar charge
theory of fractons where a higher rank Chern-Simons contribution plays the role
of matter, in particular as the charge in the Gauss constraint and of current in
the Ampère law. This means that the particle content of the boundary theory
involves fractons as the immobile charges, and dipoles as one-dimensional parti-
cles (lineons). A broken Faraday equation also suggest the possible presence of
fractonic vortices.

These results are collected in [4], [5] and [6].

linearized gravity : we observe the emergence of a standard KM algebra on the
boundary which thus makes us able to give a confirmation on speculations about its
existence on the boundary of LG. This example highlights the drastic consequences of
considering a different symmetry in the context of a theory with boundary. Indeed,
in comparison with the results on the boundary of the theory of fractons and LG of
Section 7.4, defined by invariance under longitudinal diffomorphisms (a.k.a. fracton
symmetry), themore general symmetry of diffeomorphisms, defining LG alone, makes
evident how results on the boundary are strictly related to the symmetry involved. This
fact can be better expressed by the following Table, which compares the results in the
two cases
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Fractons and LG (g1,2 ̸= 0) LG (g1 = 0)
Defining symmetry Longitudinal diffs ∂µ∂νΛ diffs ∂µΛν + ∂νΛµ

Boundary algebra Generalized KM Standard KM
Boundary DoF αmn symmetric, traceless σmn symmetric

3D theory Maxwell-Chern-Simons-like 3D LG
Induced physics Traceless fracton phases 3D Linearized gravity-like

Table 8: comparison between the theory of fractons and LG with boundary and of LG alone with bound-
ary.

It is interesting to notice that it seems that the pure LG case is the first situation where a
theory with boundary does not involve results in the context of condensed matter. At
least at first sight. These results were obtained in [7].

Concerning the Future

We conclude the Thesis with some remarks on future prospects which we think will be
possible thanks to the results achieved here. From Chapter 5, i.e. TQFTswith boundary
in curved spacetime, the first thing to mention is that as a consequence of the neces-
sity of an update of the dictionary of TQFTswith boundary for explaining the observed
local velocities of edge states of FQHE, we are now also able to predict the existence
of local velocities of edge modes in other Hall systems, like, in particular, TI. Another
interesting aspect to analyze from this new dictionary, is the relation between the in-
duced metric on the boundary of TQFTs, and the confining/interaction potential re-
sponsible in the phenomenological models for such local velocities. For instance one
could think of a perturbation expansion of the induced metric γij(x) = ηij + hij(x),
as one does in LG, isolating the spacetime dependent part (which would be related
to the metric perturbation hij(x)) from the standard, constant, contribution, and see
how this non-constant, metric perturbation can encode the ad hoc potential typically
introduced in the models. That would complete the “duality” of the dictionary : we
knew the relation between the coupling and the filling factor κ ↔ ν, and now we also
add the relation between the metric and the potential hij ↔ V . Concerning Part iii,
the fact of having found a non-trivial physics on the boundary of non-TQFTs, on its
own, is already a striking result which should enhance the interest in investigating
other non-TQFTs with boundary. Even more because of the richness in the physical
content of those analyzed in the present work. Indeed form the study of both frac-
ton and LG theories with boundary, many questions and insights emerge. For instance
on the boundary of the theory of fractons described by the action (7.4.1) a 3D trace-
less scalar charge theory arise, which is a new 3D fracton model. The tracelessness of
the theory is an unexpected consequence of the DoF induced by the boundary, thus a
consequence of the fracton symmetry as a breaking from a Ward identity. We see in
fact that a different, more general, symmetry such as the one defining LG (i.e. diffs)
gives traceful DoF, meaning that maybe these disappearance of trace dependence is
encoded in something hidden, which still has to be looked for. Concerning this 3D
theory, it is known [148] that fractons in 3D possess a duality with the theory of elas-
ticity, as an analog higher-rank version of the particle-vortex duality [90, 91], therefore
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the possibility that the 3D action recovered on the boundary shares a form of such
higher spin duality is highly nontrivial and worth to be investigated. It will also be
interesting to further analyze the relations which both the pure theory of LG (8.2.1)
and the fracton one (7.4.1) seem to have with a variety of models of gravity and mas-
sive gravity, on the boundary. Indeed we have seen that the Symanzik boundary term
(8.2.11), necessary in LG, needs to contain a Fierz-Pauli mass term (8.1.3) in order to
induce a lower-dimensional physics. Moreover, the Chern-Simons-like contribution
contained in the 3D traceless theory (7.4.64) induced by fractons, strongly reminds a
gravity model known as “self-dual massive gravity”, and the full action appears as a
higher rank Maxwell-Chern-Simons term. However it is interesting to notice that the
coupling seems to be dimensionless, whichmeans that to better understand the theory
and relations with the above-mentioned models the gauge structure and propagators
of the theory will have to be computed. But in this Thesis results does not only involve
boundaries. Indeed also the covariant QFT of fractons is a novelty, and one of great
interest. In fact, having now a new and well defined theory for these quasiparticles
opens the doors at many other QFT-oriented computations and physical analysis. The
first that comes to mind is to apply the same approach of the four-dimensional bulk
theory to a three-dimensional one, with the same spirit of building everything from
first principles like symmetry, power-counting and covariance, and from this to look at
the duality between fractons and elasticity from the QFT side. In this context 3D fracton
models also seem to share relations with theories with torsion [233], and since fractons
and LG are strongly intertwined (remind that no symmetry principle allow us to iso-
late fractons from gravity!), this fact makes very promizing the idea of investigating
torsional effect from a theory of gravity, in order to see if fractons may come out of it
and thus better understand their nature. This could also help uswith the task of finding
a way (symmetry principle,...) to isolate fractons from LG without the need of switch-
ing off any coefficient by hand. Sharing so many similarities with Maxwell theory, a
final remark concerns the possibility of promoting the fracton theory to a non-abelian
one, and the possible quantization of the action (7.2.7). As it is well known, the quan-
tization of LG is a long standing issue. As far as we know, a quantum field theory of
fractons has not been achieved yet. In view of this, the covariant formulation adopted
in this Thesis should be quite suitable, especially because the fractonic part (7.2.8) of
the action (7.2.7) impressively reminds the electromagnetic Maxwell theory. Hence,
one might think about a kind of “fracton QED”, where matter is coupled to fractons.
Under this respect, the vector gauge fixing studied in Section 7.3 can be very useful,
not being restricted to the Landau gauge.
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ASOME TECHNICAL REMARKS

a.1 derivative of the heaviside step distribution in curved spacetime

The scalarDirac delta distribution δ(n)(x−x′) and the corresponding density δ̃(n)(x−x′)
are related by [113, 252]

δ(n)(x− x′) =
δ̃(n)(x− x′)√

−g
, (A.1.1)

with g ≡ g(x), acting on a test function f(x) as follows∫
dnx

√
−g δ(n)(x− x′)f(x) =

∫
dnx δ̃(n)(x− x′)f(x) = f(x′) . (A.1.2)

Hence, the functional derivative of a generic dual vector field Vµ(x) is the (1,1) tensor
δVµ(x)

δVν(x′)
= δνµ δ

(n)(x− x′) . (A.1.3)

The Heaviside theta distribution is used to describe a boundary. Its general form is
θ(f(x)), where f(x) = f(t, r, θ) = 0 describes the equation of the hypersurface ∂M of
the manifold M, i.e.

θ(f(x)) =

1 , if x ∈ M

0 , if x ̸∈ M .
(A.1.4)

For a generic manifoldM, Stokes’ theorem states that∫
M
dnx

√
−g∇µV

µ =

∫
∂M

dn−1y
√
−γ eµV µ , (A.1.5)

where eµ is the unit vector normal to the boundary ∂M described by the equation
f(x) = 0, i.e.

eµ = − ∂µf√
gµν∂µf∂νf

, (A.1.6)

and γij is the induced metric on ∂M. The presence of the boundary f(x) = 0 in the
l.h.s. of (A.1.5) can be implemented through the introduction of the step distribution
(A.1.4) : ∫

M
dnx

√
|g| ∇µV

µ =

∫
dnx

√
|g| θ(f(x))∇µV

µ

= −
∫
dnx

√
|g| ∇µθ(f(x))V

µ .

(A.1.7)

The integration on the r.h.s. of (A.1.7) is performed over all spacetime (i.e. boundary
at infinity), then, when integrating by parts on the second line, the boundary term
vanishes. We can also observe, from (A.1.7), that the step function is a scalar quantity.
Identifying the r.h.s. of (A.1.5) and (A.1.7) we get

−
∫
dnx

√
|g| ∇µθ(f(x))V

µ =

∫
∂M

dn−1x
√
|γ| eµV µ . (A.1.8)
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In (A.1.8) we can identify∇µθ(f(x)) as a scalar Dirac delta δ∂M10

−eµ δ∂M ≡ ∇µθ(f(x)) . (A.1.9)

To see it explicitly and deduce how this distribution acts, we insert (A.1.9) back in
(A.1.8) ∫

dnx
√

|g| δ∂M eµV
µ =

∫
∂M

dn−1x
√
|γ| eµV µ . (A.1.10)

Considering a constant, radial boundary

f(x) = R− r ⇒ eµ =
δrµ√
grr

= δrµ

√
|g|√
|γ|

, (A.1.11)

where we used [254] :
√
grr =

√
−γ√
−g

, (A.1.12)

we have
δ∂M =

√
|γ|√
|g|
δ(f(x)) =

√
|γ|√
|g|
δ(R− r) . (A.1.13)

Therefore, using (A.1.11), the derivative of the step function (A.1.9) simplifies to

∇µθ(R− r) = ∂µθ (f(x)) = −δrµ δ(r −R) . (A.1.14)

a.2 basis for the Ω-tensors

In the momentum space gauge fixed action S(g1, g2; ξ, κ) (7.3.16) the kinetic operator
Ωµν,αβ(p) displays the following symmetries

Ωµν,αβ(p) = Ωνµ,αβ(p) = Ωµν,βα(p) = Ωαβ,µν(p) . (A.2.1)

It can be expanded on a basis formed by a set of five rank-4 tensors, collectively denoted
Xµν,αβ(p) [178, 214, 215, 218, 219]

Xµν,αβ ≡ (A,B,C,D,E)µν,αβ (A.2.2)

with the same symmetry properties (A.2.1). Explicitly, the X-tensors read [178, 214,
215, 218, 219, 255]

Aµν,αβ =
dµνdαβ

3
(A.2.3)

Bµν,αβ = eµνeαβ (A.2.4)

Cµν,αβ =
1

2

(
dµαdνβ + dµβdνα − 2

3
dµνdαβ

)
(A.2.5)

Dµν,αβ =
1

2
(dµαeνβ + dµβeνα + eµαdνβ + eµβdνα) (A.2.6)

Eµν,αβ =
ηµνηαβ

4
, (A.2.7)

10 We adopted the notation of [253], p.13 Eq.(4.10).
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and eµν(p) and dµν(p) are the transverse and longitudinal projectors (7.3.21), which
are idempotent and orthogonal

eµλe
λ
ν = eµν , dµλd

λ
ν = dµν , eµλd

λ
ν = 0 . (A.2.8)

The X-tensors have the following properties:

• decomposition of the rank-4 tensor identity Iµν,αβ :

Aµν,αβ +Bµν,αβ + Cµν,αβ +Dµν,αβ = Iµν,αβ (A.2.9)

Iµν,ρσ =
1

2
(ηµρηνσ + ηµσηνρ) (A.2.10)

• idempotency :
X ρσ
µν Xρσ,αβ = Xµν,αβ ; (A.2.11)

• orthogonality of A, B, C and D :

Xµν,αβX
′αβ

ρσ = 0 if (X,X ′) ̸= E and X ̸= X ′ ; (A.2.12)

• contractions with E :

Aµν,αβE
αβ

ρσ =
dµνηρσ

4
(A.2.13)

Bµν,αβE
αβ

ρσ =
eµνηρσ

4
(A.2.14)

Cµν,αβE
αβ

ρσ = Dµν,αβE
αβ

ρσ = 0 . (A.2.15)





BDETA ILED CALCULAT IONS

b.1 solutions of the boundary conditions for the bf model

The BC for the 3D bulk theory are given by (5.2.14):

ΛIJXJ

∣∣
r=R

= 0 , (B.1.1)

where I, J = {i; j} = {0, 2; 0, 2},

ΛIJ ≡

(
αij ζij − κϵi1j

ζji βij

)
=


α00 α02 ζ00 ζ02 − κ̂

α20 α22 ζ20 + κ̂ ζ22

ζ00 ζ20 β00 β02

ζ02 ζ22 β02 β22

 , (B.1.2)

and
XJ ≡

(
Aj

Bj

)
, (B.1.3)

and κ̂ is given by (5.2.17). Being the linear system of equations (5.2.14) homogeneous,
three of the four components XJ can be written in terms of the fourth, provided that

detΛ = 0 . (B.1.4)

The choice we make is
Bθ(X) = −l1Bt(X)

Aθ(X) = −l2Bt(X)

At(X) = −l3Bt(X) ,

(B.1.5)
(B.1.6)
(B.1.7)

with

l1 ≡ − −α00(β00ζ22 − β02ζ20) + α02(β00ζ02 − β02ζ00) + ζ00 det ζ

α00(β02ζ22 − β22ζ20) + α02(β22ζ00 − β02ζ02)− (ζ02 − κ̂) det ζ
(B.1.8)

l2 ≡ −α
00 detβ − β00ζ02(ζ02 − κ̂)− κ̂β02ζ00 + 2β02ζ00ζ02 − β22(ζ00)2

α00(β02ζ22 − β22ζ20) + α02(β22ζ00 − β02ζ02)− (ζ02 − κ̂) det ζ
(B.1.9)

l3 ≡ −−α02 detβ + (ζ02 − κ̂)(β00ζ22 − β02ζ20) + ζ00(β22ζ20 − β02ζ22)

α00(β02ζ22 − β22ζ20) + α02(β22ζ00 − β02ζ02)− (ζ02 − κ̂) det ζ
, (B.1.10)

where the request of non-Dirichelet solutions implies the requirements li ̸= 0 and
l−1
i ̸= 0. We remind that these coefficients are local, depending on the induced metric
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determinant and/or components from the bulk parameters. In the case of T -invariant
Sbd (5.2.129) discussed in Section 5.2.4, the coefficients (5.2.136) are given by

l1|(5.2.128) = −γtθ β̂α00ζ̂20 + α̂β00ζ̂02

−α00β22ζ̂20 + ζ̂02
[
ζ̂20(ζ̂02 − κ̂)− α̂β̂ (γtθ)

2
] (B.1.11)

l2|(5.2.128) = − α00 detβ − β00ζ̂02(ζ̂02 − κ̂)

−α00β22ζ̂20 + ζ̂02
[
ζ̂20(ζ̂02 − κ̂)− α̂β̂ (γtθ)

2
] (B.1.12)

l3|(5.2.128) = −γtθ −α̂ detβ − β̂ζ̂20(ζ̂02 − κ̂)

−α00β22ζ̂20 + ζ̂02
[
ζ̂20(ζ̂02 − κ̂)− α̂β̂ (γtθ)

2
] . (B.1.13)

b.2 calculation of the fracton propagators

b.2.1 g1 + 2g2 ̸= 0

The matrix equation (7.3.30) yields

Ωµν,αβĜ
αβ,ρσ + Λ∗

µν,λĜ
∗λ,ρσ = I ρσ

µν (B.2.1)
Ωµν,αβĜ

αβ,τ + Λ∗
µν,λĜ

λτ = 0 (B.2.2)
Λγ,αβĜ

αβ,ρσ +HγλĜ
∗λ,ρσ = 0 (B.2.3)

Λγ,αβĜ
αβ,τ +HγλĜ

λτ = δτγ . (B.2.4)

The first equation (B.2.1), using the expansions (7.3.18), (7.3.19), (7.3.26) and the prop-
erties of theX-basis listed in Appendix A.2, gives a system of six equations (remember
that our aim is to find the set of coefficients of the propagators (7.3.29))

4tt̂+ 3tŵ − 4vv̂ + 6p2gĝ = 0 (B.2.5)
tŵ + 2p2gl̂ = 0 (B.2.6)

p2ll̂ = 2 (B.2.7)
p2lĝ = 0 (B.2.8)
vv̂ = 1 (B.2.9)

zẑ + p2ff̂ = 1 . (B.2.10)

In the same way, from (B.2.2), (B.2.3) and (B.2.4) we get three more sets of equations

2zf̂ + f r̂ = 0 (B.2.11)
4tĝ + 2gŝ = 0 (B.2.12)

lŝ = 0 (B.2.13)

fẑ + 2rf̂ = 0 (B.2.14)
4gt̂+ 3gŵ + lŵ + 8sĝ = 0 (B.2.15)
4lû+ 3gŵ + lŵ + 8sl̂ = 0 (B.2.16)

p2ff̂ + rr̂ = 1 (B.2.17)
3p2gĝ + p2ll̂ + 2sŝ = 2 . (B.2.18)
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The above systems of equations are easily solved and, using the coefficients of the ki-
netic term (7.3.23) and (7.3.24), we finally get

t̂ =
(4κ+ 1)

(κ+ 1)(g1 + 2g2)p2
; û =

κ(4κ+ 1)− 2ξ(g1 + 2g2)

(κ+ 1)2(g1 + 2g2)p2
(B.2.19)

v̂ =
1

(g1 − g2)p2
; ẑ =

4ξ

(2ξg1 − 1)p2
(B.2.20)

ŵ =
−4κ

(κ+ 1)(g1 + 2g2)p2
; f̂ =

−2

(2ξg1 − 1)p2
(B.2.21)

ĝ = 0 ; l̂ =
2

(κ+ 1)p2
(B.2.22)

r̂ =
4g1

(2ξg1 − 1)
; ŝ = 0 . (B.2.23)

b.2.2 g1 + 2g2 = 0

The action of the gauge fixed theory, after a field redefinition and setting κ = 0 because
this is the traceless case, is

S(g1, g2; ξ, κ)|g1+2g2=0;κ=0 = Sinv(g1, g2)|g1+2g2=0 + Sgf (ξ) , (B.2.24)

where the invariant action Sinv(g1, g2)|g1+2g2=0 and the gauge fixing term Sgf (ξ) are
given by (7.3.45) and (7.3.49), respectively. It can be written in the form (7.3.17), and
the coefficients in Ωµν,αβ (7.3.18), Λαβ,µ (7.3.19) and Hµα (7.3.20) are

t = −3p2 ; u = p2 ; v = −3p2 ; z = −p2 ; w = 0 (B.2.25)

f =
1

2
; g = 0 ; l = 1 ; r =

ξ

2
; s =

ξ

2
. (B.2.26)

Following the same steps of the general case, we find the system of equations for the
coefficients of the propagators

vv̂ = 1 zẑ + p2ff̂ = 1 (B.2.27)
p2ff̂ + rr̂ = 1 2zf̂ + f r̂ = 0 (B.2.28)
fẑ + 2rf̂ = 0 p2 l̂ + 2sŝ = 2 (B.2.29)

4tĝ = 0 4ul̂ + 2ŝ = 0 (B.2.30)
4tt̂+ 3tŵ = 4 ŵ + 8sĝ = 0 (B.2.31)
uŵ + 2p2ĝ = 0 4uû+ uŵ + 2p2 l̂ = 4 (B.2.32)

tŵ = 0 4û+ ŵ + 8sl̂ = 0 , (B.2.33)

which is simpler than the general case. In particular, since t(p) ̸= 0 in (B.2.25), from
(B.2.30) and (B.2.31) we immediately get ĝ = ŵ = 0. The solutions are therefore easily
found

t̂ = − 1

3p2
û =

2ξ

(2ξ − 1)p2
(B.2.34)

v̂ = − 1

3p2
ẑ =

−4ξ

(4ξ + 1)p2
(B.2.35)
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ŵ = 0 f̂ =
2

(4ξ + 1)p2
(B.2.36)

ĝ = 0 l̂ =
−2

(2ξ − 1)p2
(B.2.37)

r̂ =
8

(4ξ + 1)
ŝ =

4

(2ξ − 1)
. (B.2.38)

b.3 fractons with boundary : detailed calculations

b.3.1 Commutators

a) The bulk : generalized Kaç-Moody algebra

Considering the first Ward identity (7.4.20)∫
dx3θ(x3)∂i∂jJ

ij = 2(g2 − g1)∂i∂jÃ
ij − 2g2∂i∂

iÃ|x3=0 , (B.3.1)

we compute
δ

δJmn(x′)(B.3.1) :

∂m∂nδ
(3)(X −X ′) = 2(g2 − g1)∂i∂j

δ2Zc[J, J̃ ]

δJmn(X ′)J̃ij(X)
− 2g2ηij∂a∂

a δ2Zc[J, J̃ ]

δJmn(X ′)J̃ij(X)

= 2i
[
(g2 − g1)δ

k
i δ
l
j − g2η

klηij

]
∂k∂l⟨T (Amn(X ′)Ãij(X))⟩

= 2i
[
(g2 − g1)δ

k
i δ
l
j − g2η

klηij

]
(((((((((((
⟨T (Amn(X ′)∂k∂lÃ

ij)⟩+

+ 2i
[
(g2 − g1)δ

k
i δ
l
j − g2η

klηij

]{[
∂lÃ

ij(X), Amn(X
′)
]
δ0kδ(x

0 − x′0)+

+ ∂k

([
Ãij(X), Amn(X

′)
]
δ0l δ(x

0 − x′0)
)}

= 2i
[
(g2 − g1)

(
∂jÃ

0j + ∂aÃ0a
)
− g2∂

0Ã , A′
mn

]
δ(x0 − x′0)+

+ 2i∂0

{[
(g2 − g1)Ã

00 + g2Ã , A′
mn

]
δ(x0 − x′0)

}
, (B.3.2)

whereweused the conserved current equation (7.4.23). Integrating over dx0, we finally
get to the following equal time commutators[

∆Ã(X) , A0n(X
′)
]
x0=x′0

= 0[
∆Ã(X) , Amn(X ′)

]
x0=x′0

= i∂m∂n{δ(x1 − x′1)δ(x2 − x′2)} ,

(B.3.3)

(B.3.4)

where we defined
∆Ã ≡ 2(g1 − g2)

(
∂jÃ

0j + ∂aÃ0a
)
+ 2g2∂

0Ã . (B.3.5)

In the same way, we now compute δ
δJ̃mn(x′)

(B.3.1) :

0 = 2(g2 − g1)∂i∂j
δ2Zc[J, J̃ ]

δJ̃mn(X ′)J̃ij(X)
− 2g2ηij∂a∂

a δ2Zc[J, J̃ ]

δJ̃mn(X ′)J̃ij(X)

= 2i
[
(g2 − g1)

(
∂jÃ

0j + ∂aÃ0a
)
− g2∂

0Ã , Ã′
mn

]
δ(x0 − x′0)+

+ 2i∂0

{[
(g2 − g1)Ã

00 + g2Ã , Ã′
mn

]
δ(x0 − x′0)

}
,

(B.3.6)
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where we used again the conserved current equation (7.4.23). By integrating over time
and using the definition (B.3.5), we find the following equal time commutator[

∆Ã(X) , Ãmn(X
′)
]
x0=x′0

= 0 . (B.3.7)

Taking the second broken Ward identity (7.4.22)

∂i∂j J̃
ij |x3=0 = −2(g2 − g1)∂i∂jA

ij + 2g2∂i∂
iA|x3=0 . (B.3.8)

we compute δ
δJmn(x′)(B.3.8) :

0 = −2(g2 − g1)∂i∂j
δ2Zc[J, J̃ ]

δJmn(X ′)Jij(X)
+ 2g2ηij∂a∂

a δ2Zc[J, J̃ ]

δJmn(X ′)Jij(X)

= −2i
[
(g2 − g1)

(
∂jA

0j + ∂aA0a)− g2∂
0A , A′

mn

]
δ(x0 − x′0)+

− 2i∂0
{[
(g2 − g1)A

00 + g2A , A′
mn

]
δ(x0 − x′0)

}
,

(B.3.9)

where we used (7.4.32). Integrating over dx0 we find the equal time commutator[
∆A(X) , Amn(X

′)
]
x0=x′0

= 0 , (B.3.10)

where ∆A(X) is defined as (B.3.5)

∆A ≡ 2(g1 − g2)
(
∂jA

0j + ∂aA0a)+ 2g2∂
0A . (B.3.11)

We finally compute δ
δJ̃mn(x′)

(B.3.8) :

∂m∂nδ
(3)(X −X ′) = −2(g2 − g1)∂i∂j

δ2Zc[J, J̃ ]

δJ̃mn(X ′)Jij(X)
+ 2g2ηij∂a∂

a δ2Zc[J, J̃ ]

δJ̃mn(X ′)Jij(X)

= −2i
[
(g2 − g1)

(
∂jA

0j + ∂aA0a)− g2∂
0A , Ã′

mn

]
δ(x0 − x′0)+

− 2i∂0

{[
(g2 − g1)A

00 + g2A , Ã′
mn

]
δ(x0 − x′0)

}
, (B.3.12)

where we used (7.4.32) and from which, integrating over dx0, we find[
∆A(X) , Ã0n(X

′)
]
x0=x′0

= 0[
−∆A(X) , Ãmn(X ′)

]
x0=x′0

= i∂m∂n{δ(x1 − x′1)δ(x2 − x′2)} .

(B.3.13)

(B.3.14)

b) The boundary : canonical commutators

We take the commutator (7.4.34) and its trace, in the following equal time combination[
∆Ã , A′

df −
1

2
ηdfηmnA′

mn

]
=
i

2
(δmd δ

n
f + δndδ

m
f − ηmnηdf) ∂m∂nδ(2)(X −X ′) . (B.3.15)

In terms of the solutions on the boundary (7.4.47) we have

Adf(X)|(7.4.33) = ϵdab∂aαbf(X) + ϵfab∂aαbd(X)

ηmnAmn|(7.4.33) = 2ϵ0bc∂bα0c = A00(X)|(7.4.33)
∆Ã|(7.4.29) = ∂m∂n

[
g12
(
ϵ0mbα̃ n

b + ϵ0nbα̃ m
b
)]
,

(B.3.16)
(B.3.17)
(B.3.18)
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where g12 ≡ 2(g1 − g2). As a consequence of the tracelessness of Aij(X), we can use
(B.3.17) and write the commutator (B.3.3) for n = 0 as follows[

∆Ã(X)|(7.4.29) , A00(X
′)|(7.4.33)

]
=
[
∆Ã(X)|(7.4.29) , ηmnAmn(X ′)|(7.4.33)

]
= 0 ,

(B.3.19)
then, using (B.3.16), (B.3.18) and (B.3.19), the commutator (B.3.15) becomes
i

2
∂m∂n {...}mndf =

[
∆Ã(X)|(7.4.29) , Adf(X ′)|(7.4.33)

]
= ∂m∂n

[
g12
(
ϵ0mbα̃ n

b (X) + ϵ0nbα̃ m
b (X)

)
, ϵdab∂aαbf(X

′) + ϵfab∂aαbd(X
′)
]
,

(B.3.20)

from which we can identify the following canonical commutation relation
[
Qmn , P ′

df
]
= i

(
δmd δ

n
f + δndδ

m
f

2
− 1

2
ηmnηdf

)
δ(2)(X −X ′) , (B.3.21)

with
Qmn = Qnm ≡ ϵ0mbα̃ n

b + ϵ0nbα̃ m
b

Pdf = Pfd ≡ g12

(
ϵdab∂aαbf + ϵfab∂aαbd

) (B.3.22)
(B.3.23)

and Qm
m = Pm

m = 0. We can go further, multiplying both right and left hand sides of
(B.3.21) by ϵ0maϵ0fk = δkmδ

f
a − δfmδ

k
a[

ϵ0maQmn , ϵ0fkP ′
df
]
= i(δkmδ

f
a−δfmδka)

(
δmd δ

n
f + δndδ

m
f

2
− 1

2
ηmnηdf

)
δ(2)(X−X ′) , (B.3.24)

for which
ϵ0maQmn = ϵ0ma

(
ϵ0mbα̃ n

b + ϵ0nbα̃ m
b
)

= −2α̃ n
a + δna α̃

m
m

(B.3.25)

which is the traceless spatial part of α̃mn(X). Then

ϵ0fkPdf = g12

[
(δ0aδ

k
b − δ0b δ

k
a)∂

aαbd + ϵ0fkϵ0da∂aα0
f − ϵ0fkϵ0db∂0αb

f
]

= g12
[
2(∂0αk

d − ∂kα0
d) + δkd(∂

aα0
a − ∂0αb

b)
]
.

(B.3.26)

Finally, at the right hand side we have

(δkmδ
f
a − δfmδ

k
a)
(
δmd δ

n
f + δndδ

m
f

2
− 1

2
ηmnηdf

)
=

1

2
(δnaδ

k
d − δndδ

k
a − ηadηkn) . (B.3.27)

By properly raising and lowering the indices with ηdlηnb, we finally get

4g12

[
α̃ab−ηabα̃m

m , (∂
0αkl−∂kα0l)′+ηkl(∂fα0f−∂0αf

f)
′
]
= i

2 (δ
k
aδ

l
b + δlaδ

k
b − ηklηab) δ(2)(X−X ′) ,

(B.3.28)
where the primed quantities depend on X ′. At the right hand side we have the index
symmetry a ↔ b and c ↔ d, while at the left hand side the symmetry is only for a ↔ b.
We thus symmetrize the result as follows

1

2

([
...ab , ...cd

]
+

[
...ab , ...dc

])
=
i

2
(δcaδ

d
b + δdaδ

c
b − ηcdηab) δ(2)(X −X ′) , (B.3.29)
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obtaining[
α̃ab −

1

2
ηabα̃m

m , −g12
(
2f ′cd0 − ηcdf ′ a0a

)]
=
i

2
(δcaδ

d
b + δdaδ

c
b − ηcdηab) δ(2)(X −X ′) ,

(B.3.30)
where fabc(X) is analogous to Fµνρ(x) (7.2.19), but referred to αab(X), i.e.

fabc ≡ ∂aαbc + ∂bαac − 2∂cαab . (B.3.31)
From (B.3.30) we can identify the new canonical variables as

q̃ab ≡ α̃ab −
1

2
ηabα̃m

m (B.3.32)

p̃cd ≡ −2g12

(
fcd0 − 1

2
ηcdf a0

a

)
= −2g12

[
(∂cα0d + ∂dα0c − 2∂0αcd)− ηcd∂aα0a

]
.

(B.3.33)
Not surprisingly, starting from the commutator (7.4.35), and proceeding aswe just did,
we land on an analogous result (up to a sign) with α↔ α̃ switched, i.e.we get[

αab −
1

2
ηabαm

m , g12
(
2f̃ ′cd0 − ηcdf̃ ′ a0a

)]
=
i

2
(δcaδ

d
b + δdaδ

c
b − ηcdηab) δ(2)(X −X ′) ,

(B.3.34)
where f̃abc(X) refers to α̃ab(X)

f̃abc ≡ ∂aα̃bc + ∂bα̃ac − 2∂cα̃ab . (B.3.35)
From (B.3.34) we can identify another set of canonical variables

qab ≡ αab −
1

2
ηabαm

m (B.3.36)

pcd ≡ 2g12

(
f̃cd0 − 1

2
ηcdf̃ a0

a

)
= 2g12

[
(∂cα̃0d + ∂dα̃0c − 2∂0α̃cd)− ηcd∂aα̃0a

]
.

(B.3.37)
Weobserve that the canonical variables q̃ab(X), qab(X) in (B.3.30) and (B.3.34), depend
on the traceless spatial part of the fields α̃ij(X) and αij(X).

b.3.2 The most general action

The most general action of the 3D boundary theory must be compatible with
• power-counting [α] = 0, [α̃] = 1 ;
• symmetry δS = δ̃S = 0, where δ and δ̃ are defined in (7.4.45) and (7.4.46) ;
• canonical variables, i.e. ∂Lkin

∂q̇ = p, identified in (7.4.52) and (7.4.53).
From the first two requests we have that the most general action must be

S3D =

∫
d3X

{
ω1

(
∂cαab∂

cαab − 3
2∂cαab∂

aαbc
)
+ ω2

(
∂cαab∂

cα̃ab − 3
2∂cαab∂

aα̃bc
)
−

−3ω3 α
d
aϵ
abc∂bαcd − 3ω4 α̃

d
aϵ
abc∂bαcd − 3ω5 α̃

d
aϵ
abc∂bα̃cd

}
(B.3.38)

=

∫
d3X

{
ω1
6 φabcφ

abc + ω2
6 φabcφ̃

abc + ω3 α
d
aϵ
abcφdbc + ω4 α

d
aϵ
abcφ̃dbc + ω5 α̃

d
aϵ
abcφ̃dbc

}
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where ωi are constants, [ω2] = [ω5] = 0, [ω1] = [ω4] = 1, [ω3] = 2, and we defined the
tensor

φabc ≡ fabc +
1

4

(
−2ηabf

d
dc + ηbcf

d
da + ηacf

d
db

)
= −2∂cαab + ∂aαbc + ∂bαac − ηab∂

dαdc +
1

2
ηbc∂

dαda +
1

2
ηac∂

dαdb ,

(B.3.39)

and its analog φ̃abc(X) with respect to α̃ab(X), with the following properties

φabc = φbac ; φ̃abc = φ̃bac

φabc + φcab + φbca = 0 = φ̃abc + φ̃cab + φ̃bca

δφabc = δ̃φ̃abc = 0

ηabφabc = ηbcφabc = ηabφ̃abc = ηbcφ̃abc = 0 .

(B.3.40)
(B.3.41)
(B.3.42)
(B.3.43)

Notice that
φ̃mn0 = f̃mn0 − 1

2
ηmnf̃ a0

a =
1

2g12
pmn

φmn0 = fmn0 − 1

2
ηmnf a0

a = − 1

2g12
p̃mn .

(B.3.44)

(B.3.45)

We rewrite the fields αab(X) and α̃ab(X) according to the representation of the rotation
group, as follows

α00 = −4ψ = αa
a

α0a = va

αab = 2sab − 2ηabψ ; sab ≡
1

2

(
αab −

1

2
ηabαd

d

)
=

1

2
qab

(B.3.46)
(B.3.47)

(B.3.48)

and
α̃00 = −4ψ̃ = α̃a

a
α̃0a = ṽa

α̃ab = 2s̃ab − 2ηabψ̃ ; s̃ab ≡
1

2

(
α̃ab −

1

2
ηabα̃d

d

)
=

1

2
q̃ab ,

(B.3.49)
(B.3.50)

(B.3.51)

in terms of which the commutators (7.4.52) and (7.4.53) become[
2sab , 2g12φ̃′cd0] = i

2
(δcaδ

d
b + δdaδ

c
b − ηabηcd) δ(2)(X −X ′) (B.3.52)[

2s̃ab , −2g12φ
′cd0] = i

2
(δcaδ

d
b + δdaδ

c
b − ηabηcd) δ(2)(X −X ′) . (B.3.53)

Compatibility of the action S3D (B.3.38) with the first commutator (B.3.52), i.e.
∂L3D

∂q̇ab
= pab , (B.3.54)

requires
ω1 = ω3 = ω4 = 0 , (B.3.55)

and ω5 is left free. Finally, distinguishing between time and space indices in the term
of (B.3.38) which has ω2 as coefficient, we have

φabcφ̃
abc =

3

2
φ00aφ̃00a + 2φ0abφ̃0ab + φab0φ̃ab0 + φabcφ̃abc , (B.3.56)
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wherewe observed thatφa00 = −1
2φ00a (and the same for φ̃a00). Additionally, by using

(B.3.46), (B.3.47) and (B.3.48), we have

φ00a = 6∂aψ + ∂0va + ∂bqab (B.3.57)
φab0 = −2∂0qab + ∂avb + ∂bva − ηab∂dvd (B.3.58)
φ0ab = −2∂bva + ∂avb + ∂0qab + 1

2ηab∂
dvd (B.3.59)

φabc = −2∂cqab + ∂bqac + ∂aqbc + 6ηab∂cψ − 3ηbc∂aψ − 3ηac∂bψ−
− ∂0(ηabvc − 1

2ηacvb −
1
2ηbcva)− ∂d(ηabqdc − 1

2ηacqdb −
1
2ηbcqda) . (B.3.60)

The only terms containing q̇ contributions are related to φab0 and φ0ab, i.e. in the 3D
Lagrangian they only appear in ω2

6 (2φ0abφ̃0ab + φab0φ̃ab0). Keeping in mind this, con-
sistently with its definition, for a traceless tensor in d dimensions we have

∂sµν
∂sαβ

=
δαµδ

β
ν + δαν δ

β
µ

2
− 1

d
ηαβηµν , (B.3.61)

the compatibility condition (B.3.54) implies

2g12φ̃
ab0 =

∂L3D

∂q̇ab

=
ω2

6

(
2
∂φ0mn
∂q̇ab

φ̃0mn +
∂φmn0
∂q̇ab

φ̃mn0
)

=
ω2

6

(
−2φ̃ab0 + φ̃0ab + φ̃0ba)

= −ω2

2
φ̃ab0 ,

(B.3.62)

due to the cyclicity of φ̃abc(X) (B.3.41). We thus find

ω2 = −4g12 , (B.3.63)

from which the 3D action (B.3.38) becomes

S3D =

∫
d3X

[
−4g12

(
∂cαab∂

cα̃ab − 3

2
∂cαab∂

aα̃bc
)
+ 3ω5 α̃

d
aϵ
abc∂bα̃cd

]
=

∫
d3X

[
−g12

(
2

3
fabcf̃

abc − 1

2
f ab
a f̃ ccb

)
+ ω5 α̃

d
aϵ
abcf̃dbc

]
=

∫
d3X

(
−2

3
g12 φabcφ̃

abc + ω5 α̃
d
aϵ
abcφ̃dbc

)
.

(B.3.64)

The second commutator (B.3.53) yields the same result, with α ↔ α̃. The two choices
are alternative and equivalent, in fact by choosing the first (B.3.52) we have q ∼ α,
p ∼ α̃, while the second (B.3.53) corresponds to q̃ ∼ α̃, p̃ ∼ α. Something similar also
happens in Maxwell theory [1].
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