
energies

Article

Neural-Based Ensembles and Unorganized Machines
to Predict Streamflow Series from
Hydroelectric Plants

Jônatas Belotti 1,2 , Hugo Siqueira 1 , Lilian Araujo 1, Sérgio L. Stevan Jr. 1 ,
Paulo S.G. de Mattos Neto 3 , Manoel H. N. Marinho 4 , João Fausto L. de Oliveira 4 ,
Fábio Usberti 2 , Marcos de Almeida Leone Filho 5 , Attilio Converti 6 and
Leonie Asfora Sarubbo 7,8,*

1 Graduate Program in Computer Sciences, Federal University of Technology–Parana (UTFPR),
Ponta Grossa 84017-220, Brazil; jonatas.t.belotti@hotmail.com (J.B.); hugosiqueira@utfpr.edu.br (H.S.);
lilian.araujo@ifpr.edu.br (L.A.); sstevanjr@utfpr.edu.br (S.L.S.J.)

2 Institute of Computing, State University of Campinas (UNICAMP), Campinas 13083-852, Brazil;
fusberti@ic.unicamp.br

3 Departamento de Sistemas de Computação, Centro de Informática, Universidade Federal de
Pernambuco, (UFPE), Recife 50740-560, Brazil; psgmn@cin.ufpe.br

4 Polytechnic School of Pernambuco, University of Pernambuco, Recife 50100-010, Brazil;
marinho75@poli.br (M.H.N.M.); fausto.lorenzato@upe.br (J.F.L.d.O.)

5 Venidera Pesquisa e Desenvolvimento, Campinas 13070-173, Brazil; marcos@venidera.com
6 Department of Civil, Chemical and Environmental Engineering, University of Genoa (UNIGE),

16126 Genoa, Italy; converti@unige.it
7 Department of Biotechnology, Catholic University of Pernambuco (UNICAP), Recife 50050-900, Brazil
8 Advanced Institute of Technology and Innovation (IATI), Recife 50751-310, Brazil
* Correspondence: leonie.sarubbo@unicap.br; Tel.: +55-81-2119-4084

Received: 2 July 2020; Accepted: 4 September 2020; Published: 12 September 2020
����������
�������

Abstract: Estimating future streamflows is a key step in producing electricity for countries with
hydroelectric plants. Accurate predictions are particularly important due to environmental and
economic impact they lead. In order to analyze the forecasting capability of models regarding
monthly seasonal streamflow series, we realized an extensive investigation considering: six versions
of unorganized machines—extreme learning machines (ELM) with and without regularization
coefficient (RC), and echo state network (ESN) using the reservoirs from Jaeger’s and Ozturk et al.,
with and without RC. Additionally, we addressed the ELM as the combiner of a neural-based
ensemble, an investigation not yet accomplished in such context. A comparative analysis was
performed utilizing two linear approaches (autoregressive model (AR) and autoregressive and
moving average model (ARMA)), four artificial neural networks (multilayer perceptron, radial basis
function, Elman network, and Jordan network), and four ensembles. The tests were conducted
at five hydroelectric plants, using horizons of 1, 3, 6, and 12 steps ahead. The results indicated
that the unorganized machines and the ELM ensembles performed better than the linear models in
all simulations. Moreover, the errors showed that the unorganized machines and the ELM-based
ensembles reached the best general performances.

Keywords: monthly seasonal streamflow series forecasting; artificial neural networks; Box-Jenkins
models; ensemble
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1. Introduction

Planning the operation of a power generation system is defined by establishing the use of energy
sources in the most efficient way [1–3]. Renewable sources are those with the lowest operation cost
since the fuel is provided free of charge by nature. Good predictions of river streamflows allow resource
management according to their future availability [4]. Therefore, this is mandatory for countries where
there are hydroelectric plants [5–7].

The International Hydropower Association published the Hydropower Status Report 2020 [8],
showing that 4306 TWh of electricity was generated in the world using hydroelectric plants in 2019.
This amount represents the single most significant contribution from a renewable energy source in
history. The document summarizes data from 13,000 stations in 150 countries. The top countries in
hydropower installed capacity are China (356.40 GW), Brazil (109.06 GW), United States (102.75 GW),
and Canada (81.39 GW).

In this context, it is important to predict accurate information about rivers’ monthly seasonal
streamflow, since it makes the turbines spin, transforming kinetic into electric energy [5,9]. These series
present a specific seasonal behavior due to the volume of water throughout the year being mostly
dependent on rainfall [10,11]. Ensuring efficient operation of such plants is needed, since it significantly
impacts cost of production and suitable use of water [12,13]. Additionally, their operation leads to a
smaller environmental impact than burning carboniferous fuel. Due to this, many pieces of research
have presented investigations on such fields for countries such as China [14], Canada [15], Serbia [16],
Norway [17], Malaysia [7], and Brazil [9].

Linear and nonlinear methodologies have been proposed to solve this problem. As discussed
in [5,12], and [18], the linear methods of the Box-Jenkins family are widely used [19]. The autoregressive
model (AR) is highlighted because its easy implementation process allows the calculation of its
free coefficients in a simple and deterministic manner. An extended proposal for this task is the
autoregressive and moving average model (ARMA), a more general methodology that uses the errors
of past predictions to form the output response [19,20].

However, artificial neural networks (ANN) are prominent for this kind of problem [9,21–24].
They were inspired by the operation of the nervous system of superior organisms, recognizing data
regularities and patterns through training and determining generalizations based on the acquired
knowledge [18,25–27].

In recent times, some studies have indicated that the best results for time series forecasting can be
achieved by combining different predictors using ensembles [28–30]. Many authors have applied these
techniques to similar tasks [31–33]. However, the approaches commonly explore only the average of
the single models output or the classic neural networks (multilayer perceptron (MLP) and radial basis
function networks (RBF)) as a combiner. The specialized literature regarding streamflow forecasting
shows that ANN approaches stand out, but some authors use linear models [16], support vector
regression [14], and ensembles [15].

This work proposes using a special class of neural networks, the unorganized machines (UM),
to solve the aforementioned forecasting task. The term UM defines the extreme learning machines
(ELM) and echo state network (ESN) collectively. In this investigation, we addressed six versions of
UMs: ELM with and without regularization coefficient (RC) as well as ESN using the reservoir designs
from Jaeger’s and Ozturk et al. with and without RC. Additionally, we addressed the ELM and the
ELM (RC) as the combiner of a neural-based ensemble.

To realize an extensive comparative study, we addressed two linear models (AR and ARMA
models); four well-known artificial neural networks (MLP, RBF, Elman network, Jordan Network);
and four other ensembles, using as combiners the average, the median, the MLP, and the RBF. To the
best of our knowledge, the use of ELM ensembles in this problem and similar repertoires of models is
an investigation not yet accomplished. Therefore, we would like to fill this gap.

In this study, the database is from Brazil. In the country, electric energy is mostly generated by
hydroelectric plants, these being responsible for 60% of all electric power produced in 2018 [8,34,35].
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In addition, Brazil is the one of the largest producers of hydropower in the world. Therefore, the results
achieved can be extensible for other countries.

The remainder of this work is organized as follows: Section 2 discusses the linear models from
the Box-Jenkins methodology; Section 3 presents the artificial neural networks and the ensembles;
Section 4 shows the case study, the details on the seasonal streamflow series, the computational results,
and the result analysis; and Section 5 shows the conclusions.

2. Linear Forecasting Models

The definition of linear prediction models by Box-Jenkins makes use of linear filtering concepts [19].
The xt element of a time series results from a linear filter Ψ on a Gaussian white noise at. Another form
to represent a linear model is by weighing the previous signals (xt−1, xt−2, . . ., x1) for the next forecast
element (xt). To do this, we add a noise at and the mean of the series µ:

xt = µ+ at + π1xt−1 + π2xt−2 + . . .+ πtx1 (1)

where at is the noise of t-th term, and πn is the weight assigned to the (t− n)-th term of series.

2.1. Autoregressive Model

Given any value xt of a time series, the delay p is defined with xt−p. An autoregressive process of
order p (AR(p)) is defined as the linear combination of p delays of observation xt, with the addition of
a white Gaussian noise at, as shown in Equation (2) [19]:

x̃t = φ1x̃t−1 + φ2x̃t−2 + . . .+ φpx̃t−p + at (2)

where x̃t = xt − µ, φp is the weighting coefficient for the delay p.
The term at is considered as the inherent error of the regression process. This is the error of the

forecast when the model is used to predict future values. Thus, the optimum φp coefficients must be
calculated to minimize the error at [36].

To determine the optimum values of φp it is necessary to solve a recurrence relation that emerges
from its autocorrelation function, as presented in Equation (3):

ρ j = φ1ρ j−1 + φ2ρ j−2 + . . .+ φpρ j−p, ∀ j > 0 (3)

If we expand this relation to j = 1, 2, . . ., p we obtain the set of linear equations denominated
Yule–Walker equations, which define φ1, φ2, . . ., φp as a function of ρ1, ρ2, . . ., ρp for a model AR(p),
as in Equation (4) [19]:

ρ1 = φ1ρ0 + φ2ρ1 + . . .+ φpρp−1

ρ2 = φ1ρ1 + φ2ρ0 + . . .+ φpρp−2

ρ3 = φ1ρ2 + φ2ρ1 + . . .+ φpρp−3
...
ρp = φ1ρp−1 + φ2ρp−2 + . . .+ φpρ0

(4)

2.2. Autoregressive and Moving Average Model

Unlike the autoregressive, in the moving average model (MA), white noise signals are
combined [19]. A model MA is said to be of order q if the prediction of xt utilizes q samples of
white noise signals, as in Equation (5):

xt = −θ1at−1 − θ2at−2 − . . .− θqat−q + at (5)

where θt, ∀t ∈ 1, 2, . . . , q are the parameters of model.
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An ARMA model is the union of AR and MA. To predict using the ARMA of order p, q, it is
necessary to address p prior signals (AR) and q white noise signals (MA). Mathematically, an ARMA(p, q)
model is described as in Equation (6):

xt = φ1x̃t−1 + φ2x̃t−2 + . . .+ φpx̃t−p − θ1at−1 − θ2at−2 − . . .− θqat−q + at (6)

where φt and θt are the model parameters.
Unlike the AR, the calculation of the ARMA coefficient is done by solving nonlinear equations.

However, it is possible to achieve an optimal linear predictor if the choice of these coefficients is
adequate [18,19].

3. Artificial Neural Network

Artificial neural networks (ANN) are distributed and parallel systems composed of simple data
processing units. These units are denominated artificial neurons and are capable of computing
mathematical functions, which, in most cases, are nonlinear [37,38]. Artificial neurons are connected
by normally unidirectional connections and can be arranged in one or more layers [25].

The ANNs present a learning ability through the application of a training method. They can
generalize the knowledge acquired through the solution of problem instances for which no answer
is known [39]. Neural networks are widely used in many areas of science, engineering computing,
medicine, and others [9,25,40–45].

3.1. Multilayer Perceptron (MLP)

The multilayer perceptron (MLP) consists of a set of artificial neurons arranged in multiple layers
so that the input signal propagates through the network layer by layer [25]. It is considered one
of the most versatile architectures for applicability and is used in the universal approximation of
functions, pattern recognition, process identification and control, time series forecasting, and system
optimization [25,29].

The training process consists of adjusting the synaptic weights of the artificial neuron to find
the set that achieves the best mapping of the desired event [46,47]. The most known training method
for MLP is the steepest descent in which the gradient vector is calculated using the backpropagation
algorithm [48,49].

The error signal of a neuron j in iteration t is given by Equation (7):

e j(t) = d j(t) − y j(t) (7)

where e j(t) is the error, d j(t) is the expected result (desired output), and y j(t) is the output of
the network.

Finally, the rule for updating the synaptic weights of each neuron is done using Equation (8):

wm
ij (t + 1) = wm

ij (t) − α
∂E(t)
∂wm

ij (t)
(8)

where wm
ij (t) is the synaptic input weight i of the neuron j of the layer m in iteration t, and ∂E(t) is the

partial derivative of the error.
The training algorithm consists of two phases. Initially, the input data are propagated by the

network to obtain its outputs. These values are then compared with the desired ones to obtain the error.
In the second step, the opposite path is performed from the output layer to the input layer. In this
case, all the synaptic weights are adjusted according to the rule of error correction assumed, so that the
output given by the network in the following iteration is closer to the expected one [25].
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3.2. Radial Basis Function Network (RBF)

Radial basis function networks (RBF), unlike MLPs, have only two layers, one hidden and one
output layer. In the first, all the kernel (activation) functions are radial-based [25]. One of the functions
most used is Gaussian function expressed in Equation (9):

ϕ(u) = e−
(u−c)2

2σ2 (9)

in which c is the center of Gaussian and σ2 its variance as a function of the center.
The training of RBFs is performed in two stages. First, the weights of the intermediate layer are

calculated, and the center is adjusted to the value of the base variance of each function. Subsequently,
the weights of the output layer are tuned in a supervised process similar of the MLP [25,50].

3.3. Elman and Jordan Networks

The Elman Network is a recursive neural architecture created by Elman [51] based on an MLP.
The author divided the input layer into two parts: the first comprises the network inputs and the
second, denominated context unit, consists of the outputs of the hidden layer. An Elman network is
shown in Figure 1.
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Figure 1. Elman network.

As the context units of an Elman network are treated as inputs, they also have network-associated
synaptic weights and can be adjusted by the backpropagation through time algorithm. In this work,
we used the truncated backpropagation through time version for one delay [25].

Jordan [52] created the first recurrent neu6ral network based on similar premises. This neural
network was initially used for time series recognition but is currently applied to all kinds of problems.
Here, the context units are fed by the outputs of the output layer neurons instead of the hidden layer.
Figure 2 illustrates this model.

As in the Elman network, the context units are treated as network inputs, also having associated
synaptic weights, which allows the use of truncated backpropagation through time [25].
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3.4. Extreme Learning Machines (ELM)

Extreme learning machines (ELM), introduced by Huang et al. [53], are an architecture of
feedforward neural network with only a hidden layer. The main difference between them and
the traditional MLP is that the synaptic weights of the hidden layer are chosen randomly and
remain untuned during the training process. For this reason, the ELM and the ESN are classified as
unorganized machines.

Adjusting an ELM consists of determining the matrix with the synaptic weights of the output
layer Wout that generates the smallest error for the desired output vector d, which can be done through
an analytic solution. This process is summarized in utilizing the Moore-Penrose pseudo-inverse
operator, which ensures the minimum mean square error and confers to the ELM a fast training process.
This solution is demonstrated in Equation (10):

Wout = (XT
hidXhid)

−1
XT

hidd (10)

where Xhid ∈ R|x|×m is the matrix with all the outputs of the hidden layer for the training set, and m is
the number of neurons in the output layer.

This operator ensures that the ELM training is much more computationally efficient than the
application of the backpropagation. However, network performance can be improved by inserting a
regularization coefficient C, as in Equation (11) [54]:

Wout =
( 1

C
+ XT

hidXhid

)−1
XT

hidd (11)

where C = 2λ, where λ ∈ {−25 , −24, . . ., 25, 26}.
To determine the best value of C, it is necessary to test all 52 possible values [55].

3.5. Echo State Networks (ESN)

Jaeger proposed echo state networks (ESN) as a new type of recurrent neural network. Recursive
networks allow different outputs for the same input since it depends on the internal state of the
network. The idea of using the term echo is based on the perception that the most recent samples and
the previous states influence more strongly the output [56]. The theoretical proof of the existence of an
echo state is denominated echo state propriety [9]

In the original proposal from Jaeger, the ESN presents three layers. The hidden layer is
denominated dynamic reservoir and consists of fully interconnected neurons, which generate a
nonlinear characteristic. The output layer is responsible for combining the outputs of the dynamic
reservoir. The subsequent layer, in turn, corresponds to the linear portion of the network. Unlike other



Energies 2020, 13, 4769 7 of 22

RNNs, which can present feedback in any layer, the original proposal only presents feedback loops in
the dynamic reservoir. Figure 3 shows a generic ESN.
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For each new input on time t + 1, the states of the network are updated according to Equation (12):

xt+1 = f
(
Winut+1 + Wxt

)
(12)

in which xt+1 are the states in the input t + 1, f(·) represents the activations of reservoir neurons
f(·) = ( f1(·), f2(·), f3(·), . . . , fN(·)), Win are the coefficients of the input layer, and ut is the input vector
at time t.

In turn, the network output vector yt+1 is given by Equation (13):

yt+1 = Woutxt+1 (13)

where Wout
∈ RL×N is the matrix with the synaptic weights of the output layer, and L is the number of

network outputs.
As occurs in the ELM, the sy6naptic weights of the ESN dynamic reservoir are not adjusted during

training. The Moore-Penrose pseudo-inverse operator is also used to determine the weights of Wout.
Additionally, the performance can be improved by using the regularization coefficient.

In this work, we consider two forms of creating the dynamic reservoir. Jaeger et al. [56] proposed
the weight matrix by setting three possible values, which are randomly chosen according to the
probabilities described in Equation (14):

Win
ki =


0.4 with a probability of 0.025
−0.4 with a probability of 0.025

0 with a probability of 0.95
(14)

Ozturk et al. [57] elaborated a reservoir rich in mean entropy of the echo states. The eigenvalues
respect a uniform distribution in the unit circle, creating a canonical matrix as presented in Equation (15):

Win
ki =



0 0 0 . . . 0 −rN

1 0 0 . . . 0 0
0 1 0 . . . 0 0
0 0 1 . . . 0 0
...

...
...

...
...

...
0 0 0 . . . 1 0


(15)
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in which r is the spectral radius, set in the range [0, 1], and N is the number of neurons present in the
dynamics reservoir.

3.6. Ensemble Methodology

An ensemble combines the results of several individually adjusted models with the aim of
improving the final response of the system [58]. The idea behind this methodology is that different
methods, such as neural networks, produce different behaviors when the same inputs are applied.
Therefore, a methodology can present better responses for a given range of data, while another works
better in another band. A combination method (average, voting, or another neural network) is applied
to produce the final ensemble output [29,30]. Figure 4 presents an example of this model.
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The combination of several specialists through an ensemble does not exclude predictors’ need to
show good individual performance. The purpose of an ensemble is to improve upon existing good
results. Therefore, the essential condition for its accuracy is that its models be accurate and diverse [59].
Over time, ensembles have been used to solve many problems [60–63].

In this work, we used some distinct combiners. First, we addressed some non-trainable methods:
the mean and the median of the outputs [29]. Additionally, we applied feedforward neural models:
MLP, RBF, and ELM with and without the regularization coefficient [29,30,64]. We highlight that these
methodologies are not used often, especially for seasonal streamflow series forecasting.

4. Case Study

Streamflow series are a kind of time series in which each observation refers to monthly, weekly,
daily, or hourly average flow. This work addresses the monthly average flow. These series present
seasonality since they follow the rain cycles that occur during the year [9]. Seasonality changes the
standard behavior of the series, which must be adjusted to improve the response of predictors [5].

Deseasonalization is an operation that removes the seasonal component of the monthly series.
They become stationary, presenting zero mean and unitary standard deviation. The new deseasonalized
series is given by Equation (16) [50]:

zi,m =
xi,m − µ̂m

σ̂m
(16)

in which zi,m is the new standardized value of the i element of the series, xi,m is the value of the element
i in the original series, µ̂m is the average of all elements of the series in the month m, and σ̂m is the
standard deviation of all elements of the series in the month m.

This investigation addressed the series of the following Brazilian hydroelectric plants:
Agua Vermelha, Belo Monte, Ilha Solteira, Paulo Afonso, and Tucuru. All data were obtained from
the National Electric System Operator (ONS) and are available on its website [65]. These plants were
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selected because of their location in different regions of the country, and, as shown in Table 1, they have
different hydrological behavior. Therefore, it is possible to accomplish a robust performance analysis.

Table 1. Mean and standard deviation of the sets.

Series Mean Standard Deviation

Agua Vermelha 2077.33 m3/s 1295.71 m3/s
Belo Monte 8045.84 m3/s 7769.75 m3/s
Ilha Solteira 5281.94 m3/s 3100.62 m3/s

Paulo Afonso 2698.80 m3/s 2026.48 m3/s
Tucuruí 10,935.23 m3/s 9182.29 m3/s

All series comprise samples from January of 1931 to December of 2015, a total of 85 years, or
1020 months. The data were divided into three sets: from 1931 to 1995 is the training set, used to adjust
the free parameters of the models; from 1996 to 2005 is the validation set, used in the cross-validation
process and to adjust the value of the regularization coefficient of ELMs and ESNs; and from 2006 to
2015 is the test set, utilized to measure the performance of the models. The mean squared error (MSE)
was adopted as the performance metric, as done in other works of the area [12].

Predictions were made using up to the last six delays of the samples as inputs. These delays
were selected using the wrapper method [66,67]. The predictions were performed for 1 (next month),
3 (next season), 6 (next semester), and 12 (next year) steps ahead, using the recursive prediction
technique [68,69].

During the preprocessing stage, the series’ seasonal component was removed through
deseasonalization to make the behavior almost stationary. Therefore, the predicted values required an
additional postprocessing step, where the data had the seasonal component reinserted. Figure 5 shows
step by step the entire prediction process.Energies 2020, 13, x FOR PEER REVIEW 9 of 21 
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In total, this work applied 18 predictive methods, two of which were linear methods of the
Box-Jenkins family, 10 artificial neural networks, and six ensembles:

• AR(q)—autoregressive model of order q, optimized by the Yule–Walker equations;
• ARMA(p, q)—autoregressiveâ€“moving-average model of order p, q, optimized by maximum

likelihood estimators;
• MLP—MLP network with a hidden layer;
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• RBF—RBF network;
• ELM—ELM network;
• ELM (RC)—ELM with the regularization coefficient;
• Elman—Elman network;
• Jordan—Jordan network;
• Jaeger ESN—ESN with reservoir from Jaeger;
• Jaeger ESN (RC)—ESN from Jaeger and regularization coefficient;
• Ozturk ESN—ESN with reservoir from Ozturk et al.;
• Ozturk ESN (RC)—ESN with reservoir from Ozturk et al. and regularization coefficient;
• Average Ensemble—ensemble with mean as arithmetic combiner;
• Median Ensemble—ensemble with median as arithmetic combiner;
• MLP Ensemble—ensemble with MLP as combiner;
• RBF Ensemble—ensemble with an RBF as combiner;
• ELM Ensemble—ensemble with ELM as combiner;
• ELM Ensemble (RC)—ensemble with an ELM with regularization coefficient as combiner.

All neural networks used the hyperbolic tangent as activation function with β = 1. The learning
rate adopted for the models, which use backpropagation, was 0.1. As a stopping criterion, a minimum
improvement in MSE of 10−6 or a maximum of 2000 epochs was considered. The networks were tested
for the number of neurons from 5 to 200, with an increase of 5 neurons. All these parameter’s values
were determined after empirical tests.

The regularization coefficients were evaluated with all the 52 possibilities mentioned in Section 3.4.
The one with the lowest MSE in the validation set was chosen for ELM and ESN approaches.
The wrapper method was used to select the best lags to the single models as well as which experts were
the best predictors when using the ensembles. The holdout cross-validation was also applied to all
fully neural networks and ensembles to avoid overtraining and to determine the C of ELM and ESN.

All proposed models were executed 30 times to obtain sample output data for each input
configuration and number of neurons, these having been chosen as the best executions. Additionally,
following the methodology addressed in [9] and [70], we adjusted 12 independent models, one for
each month, for all proposed methods. It is allowed since the mean and the variance of each month are
distinct, and this approach can lead to better results [9].

Experimental Results

In this section, we present and discuss the results obtained by all models and four forecasting
horizons. Tables 2–6 show the results achieved for Agua Vermelha, Belo Monte, Ilha Solteira,
Paulo Afonso, and Tucurui hydroelectric plants, for both real and deseasonalized domains. The best
performances are highlighted in bold.

The Friedman [71,72] test was applied to the results for the 30 runs of each predictive model
proposed, regarding the MSE in the test set. The p-values achieved were smaller than 0.05. Therefore,
we can assume that changing the predictor leads to a significant change in the results.

To analyze the dispersion of the results obtained after 30 executions [73], Figure 6 presents the
boxplot graphic [72,74].
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Table 2. Computational results for Água Vermelha.

Model
P = 1 P = 3

MSE MSE (d) MSE MSE (d)

AR(3) 468,513.81 0.4290 635,623.14 0.6901
ARMA(2,2) 459,868.32 0.4161 652,368.14 0.6562
MLP 435,047.55 0.4321 592,399.82 0.6701
RBF 433,015.37 0.4903 616,761.67 0.7871
ELM 413,488.42 0.3893 548,179.42 0.5522
ELM (RC) 393,462.78 0.3901 548,521.40 0.5862
Elman 391,192.04 0.4013 590,235.98 0.6513
Jordan 417,081.01 0.4181 642,432.88 0.7443
Jaeger ESN 383,174.66 0.3760 576,896.70 0.5940
Jaeger ESN (RC) 379,043.86 0.3781 565,927.30 0.5891
Ozturk ESN 401,843.39 0.3772 745,343.33 0.9742
Ozturk ESN (RC) 397,982.11 0.3772 833,991.16 1.1010
Average Ensemble 374,741.57 0.3683 543,746.08 0.5590
Median Ensemble 379,043.86 0.3782 574,877.03 0.5901
MLP Ensemble 381,381.74 0.3951 595,528.64 0.6240
RBF Ensemble 378,694.99 0.3910 582,641.85 0.6120
ELM Ensemble 360,574.55 0.3771 598,571.40 0.6311
ELM Ensemble (RC) 362,264.36 0.3870 596,396.64 0.6390

Model
P = 6 P = 12

MSE MSE (d) MSE MSE (d)

AR(3) 920,536.06 0.9560 1,032,390.38 1.3101
ARMA(2,2) 857,987.67 0.8951 844,191.84 1.0820
MLP 705,060.11 0.8360 717,730.32 0.8534
RBF 1,003,756.28 1.3010 2,139,100.52 3.1500
ELM 602,358.84 0.6664 695,473.23 0.8123
ELM (RC) 643,385.78 0.7177 735,096.12 0.8840
Elman 719,246.60 0.8161 733,779.79 0.8746
Jordan 726,929.58 0.8792 711,201.57 0.8455
Jaeger ESN 650,640.11 0.7129 679,957.56 0.8021
Jaeger ESN (RC) 632,523.34 0.6990 690,611.82 0.8196
Ozturk ESN 671,232.69 0.8152 726,758.25 0.8643
Ozturk ESN (RC) 695,143.95 0.8861 749,393.17 0.8869
Average Ensemble 718,287.32 0.7420 736,530.62 0.9079
Median Ensemble 806,882.94 0.8172 761,767.76 0.9891
MLP Ensemble 796,168.68 0.8097 779,261.85 0.9861
RBF Ensemble 774,132.08 0.7849 738,982.18 0.9638
ELM Ensemble 834,303.17 0.8658 800,998.37 1.0501
ELM Ensemble (RC) 837,861.29 1.0021 1,252,464.38 1.7002
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Table 3. Computational results for Belo Monte.

Model
P = 1 P = 3

MSE MSE (d) MSE MSE (d)

AR(3) 5,136,070.02 0.3681 9,481,744.90 0.7818
ARMA(4,3) 5,560,980.02 0.3978 10,338,028.24 0.7803
MLP 4,611,515.04 0.3956 6,610,976.00 0.7674
RBF 4,189,519.18 0.3976 7,374,107.90 0.7756
ELM 3,932,745.86 0.4455 5,211,473.53 0.7751
ELM (RC) 4,263,133.64 0.3620 5,977,477.68 0.6716
Elman 4,348,164.47 0.4310 12,461,369.17 1.6201
Jordan 4,841,287.43 0.3795 8,029,604.93 0.7721
Jaeger ESN 3,990,917.22 0.3619 5,744,660.75 0.6405
Jaeger ESN (RC) 4,063,963.41 0.3703 6,268,470.74 0.6559
Ozturk ESN 4,135,861.20 0.3986 6,121,782.43 0.6100
Ozturk ESN (RC) 4,054,930.75 0.3769 5,576,790.17 0.6437
Average Ensemble 3,664,436.73 0.3738 6,583,650.15 0.6255
Median Ensemble 3,654,331.87 0.3379 7,892,943.44 0.6883
MLP Ensemble 3,683,236.20 0.3495 9,631,438.35 0.7448
RBF Ensemble 3,716,658.52 0.4082 6,756,906.30 0.7051
ELM Ensemble 3,496,325.52 0.3583 7,360,295.02 0.6748
ELM Ensemble (RC) 3,537,238.59 0.3522 7,038,931.44 0.6529

Model
P = 6 P = 12

MSE MSE (d) MSE MSE (d)

AR(3) 13,220,246.31 1.0701 13,856,487.04 1.3102
ARMA(4,3) 14,598,946.90 1.0701 10,811,736.13 1.3103
MLP 8,503,685.65 0.9158 8,834,763.12 0.8732
RBF 9,560,433.48 0.9534 10,802,574.68 1.1402
ELM 5,390,642.11 0.8129 6,258,443.28 0.7798
ELM (RC) 6,266,406.91 0.7252 6,209,801.53 0.7287
Elman 6,837,675.11 1.0401 7,177,995.01 0.9005
Jordan 10,176,393.17 0.9748 10,698,937.70 1.0302
Jaeger ESN 5,778,132.12 0.7207 5,938,616.01 0.7261
Jaeger ESN (RC) 5,681,748.34 0.7446 5,942,372.26 0.7407
Ozturk ESN 5,906,402.73 0.6860 6,391,806.49 0.7184
Ozturk ESN (RC) 5,764,898.14 0.7325 5,911,871.83 0.7356
Average Ensemble 10,217,687.60 0.8305 9,363,944.04 1.1201
Median Ensemble 12,782,750.96 0.9963 11,326,906.60 1.3901
MLP Ensemble 14,838,424.95 1.1600 12,489,587.18 1.6103
RBF Ensemble 11,651,888.44 1.0301 12,834,385.61 1.2302
ELM Ensemble 11,834,559.77 0.9613 10,523,981.04 1.3001
ELM Ensemble (RC) 11,409,184.74 0.9323 10,465,521.50 1.2700
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Table 4. Computational results for Ilha Solteira.

Model
P = 1 P = 3

MSE MSE (d) MSE MSE (d)

AR(6) 2,966,223.64 0.5451 3,607,452.30 0.8363
ARMA(2,2) 2,820,456.34 0.5311 3,575,263.58 0.8337
MLP 2,673,739.64 0.5366 3,385,476.99 0.7607
RBF 2,646,716.44 0.5745 3,910,685.33 0.9068
ELM 2,545,002.11 0.4973 3,316,801.94 0.7265
ELM (RC) 2,498,945.94 0.5240 3,445,130.56 0.7750
Elman 5,689,735.15 0.5713 3,719,407.93 0.8549
Jordan 2,722,458.65 0.5524 3,557,423.14 0.8219
Jaeger ESN 2,511,512.57 0.4914 3,259,442.70 0.7219
Jaeger ESN (RC) 2,568,883.38 0.4999 3,294,093.73 0.7489
Ozturk ESN 2,337,398.44 0.4663 3,428,320.79 0.7850
Ozturk ESN (RC) 2,313,534.09 0.4768 3,646,528.58 0.8801
Average Ensemble 2,277,545.05 0.4593 3,316,183.09 0.7599
Median Ensemble 2,313,534.09 0.4768 3,230,939.25 0.7472
MLP Ensemble 2,312,233.01 0.4945 3,196,000.87 0.7135
RBF Ensemble 2,006,994.79 0.4903 3,468,793.60 0.8388
ELM Ensemble 2,084,515.90 0.4546 3,377,696.82 0.7866
ELM Ensemble (RC) 1,992,611.39 0.4491 3,265,153.09 0.7606

Model
P = 6 P = 12

MSE MSE (d) MSE MSE (d)

AR(6) 4,511,751.90 1.1100 4,773,379.18 1.1900
ARMA(2,2) 4,473,867.42 1.1201 4,494,073.05 1.1301
MLP 3,920,672.52 0.9025 4,049,775.43 0.9433
RBF 4,307,512.83 1.0100 4,283,245.08 1.1101
ELM 3,761,082.94 0.8480 3,873,269.31 0.8967
ELM (RC) 3,823,661.64 0.8934 3,815,701.76 0.8860
Elman 4,154,039.41 0.9698 4,116,367.32 0.9615
Jordan 4,169,869.49 0.9662 4,070,205.28 0.9373
Jaeger ESN 3,838,690.48 0.8814 3,477,087.73 0.8497
Jaeger ESN (RC) 3,884,498.96 0.8727 3,969,786.68 0.9293
Ozturk ESN 3,938,797.73 0.9629 3,712,781.93 0.8854
Ozturk ESN (RC) 3,864,185.96 0.9479 4,670,725.87 0.9975
Average Ensemble 4,188,451.09 1.0503 4,920,660.69 1.1702
Median Ensemble 4,131,637.37 1.0601 4,970,254.98 1.1602
MLP Ensemble 3,982,036.00 0.9874 4,739,091.94 1.0910
RBF Ensemble 3,934,481.31 1.0403 6,385,242.27 1.4903
ELM Ensemble 4,419,019.18 1.1702 6,998,311.41 2.4601
ELM Ensemble (RC) 4,586,375.57 1.3101 6,612,087.53 1.4502
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Table 5. Computational results for Paulo Afonso.

Model
P = 1 P = 3

MSE MSE (d) MSE MSE (d)

AR(6) 726,145.70 0.2931 1,129,419.58 0.5697
ARMA(2,1) 694,185.05 0.2874 1,131,738.27 0.5453
MLP 635,673.56 0.3437 1,058,546.46 0.6355
RBF 719,377.51 0.4103 2,000,897.18 1.1801
ELM 602,176.48 0.3312 938,475.79 0.5768
ELM (RC) 607,078.51 0.3237 1,089,089.42 0.6389
Elman 617,664.77 0.2869 936,344.63 0.4566
Jordan 673,001.75 0.3398 1,166,257.86 0.6914
Jaeger ESN 566,929.67 0.2786 929,239.63 0.5230
Jaeger ESN (RC) 627,573.85 0.3415 1,490,572.96 0.9615
Ozturk ESN 576,338.26 0.2957 1,256,147.76 0.6778
Ozturk ESN (RC) 581,609.27 0.3095 1,047,548.67 0.5800
Average Ensemble 551,531.61 0.2908 1,230,760.56 0.5601
Median Ensemble 552,252.81 0.2521 1,169,891.73 0.5154
MLP Ensemble 548,535.13 0.2931 1,185,108.36 0.5330
RBF Ensemble 554,508.82 0.2986 987,644.32 0.4806
ELM Ensemble 535,210.83 0.2714 1,088,286.19 0.4940
ELM Ensemble (RC) 535,865.26 0.3016 1,193,241.92 0.5780

Model
P = 6 P = 12

MSE MSE (d) MSE MSE (d)

AR(6) 1,088,288.61 0.7460 1,916,895.36 1.1101
ARMA(2,1) 1,024,438.22 0.6806 1,634,060.46 0.9137
MLP 1,113,602.56 0.6855 1,118,376.67 0.6888
RBF 3,779,964.35 2.6001 13,040,123.34 8.1102
ELM 980,510.07 0.6357 1,290,254.85 0.7766
ELM (RC) 1,129,832.90 0.7220 1,723,308.91 1.1100
Elman 981,800.01 0.5880 1,214,455.57 0.7626
Jordan 1,209,656.52 0.7708 1,258,279.09 0.7960
Jaeger ESN 1,106,672.85 0.6847 1,364,591.04 0.8514
Jaeger ESN (RC) 1,278,004.66 0.8767 1,852,101.70 1.1703
Ozturk ESN 1,040,841.92 0.6180 1,250,520.94 0.7806
Ozturk ESN (RC) 1,083,715.18 0.7617 1,348,961.53 0.8507
Average Ensemble 1,025,453.52 0.6182 1,420,331.33 0.7761
Median Ensemble 1,078,563.81 0.5853 1,334,761.67 0.7067
MLP Ensemble 1,063,431.44 0.5914 1,311,740.31 0.7058
RBF Ensemble 1,058,247.06 0.6367 1,393,776.65 0.7927
ELM Ensemble 989,046.79 0.5391 1,267,630.78 0.6619
ELM Ensemble (RC) 997,954.04 0.5994 1,346,719.34 0.7240



Energies 2020, 13, 4769 15 of 22

Table 6. Computational results for Tucuruí.

Model
P = 1 P = 3

MSE MSE (d) MSE MSE (d)

AR(3) 7,446,258.52 0.3310 13,406,528.21 0.9131
ARMA(4,1) 7,991,096.15 0.3383 13,974,802.61 0.9714
MLP 7,100,370.96 0.3451 11,346,681.97 0.7834
RBF 6,721,796.96 0.3592 11,966,687.62 0.7750
ELM 6,824,285.76 0.3030 10,906,829.60 0.7399
ELM (RC) 6,829,099.84 0.3066 11,134,575.77 0.7359
Elman 7,351,576.91 0.4107 13,167,672.49 0.8019
Jordan 6,980,914.40 0.3251 11,752,842.37 0.8432
Jaeger ESN 6,936,607.01 0.3024 11,639,311.67 0.6543
Jaeger ESN (RC) 6,975,358.52 0.3035 13,382,939.20 0.7647
Ozturk ESN 6,757,516.84 0.3084 17,883,748.20 0.8628
Ozturk ESN (RC) 7,119,853.31 0.3310 11,180,015.34 0.6629
Average Ensemble 6,254,104.50 0.3089 12,708,717.47 0.7938
Median Ensemble 6,757,516.84 0.3084 14,733,468.98 0.8444
MLP Ensemble 6,317,164.23 0.3121 12,726,659.05 0.8268
RBF Ensemble 5,776,403.72 0.3120 14,878,993.97 0.8811
ELM Ensemble 5,923,084.05 0.2792 15,279,206.30 1.0902
ELM Ensemble (RC) 5,859,606.76 0.2810 14,830,513.86 1.0101

Model
P = 6 P = 12

MSE MSE (d) MSE MSE (d)

AR(3) 15,727,475.82 1.2001 22,161,343.50 1.4602
ARMA(4,1) 16,315,642.78 1.3700 29,987,913.13 1.9100
MLP 11,658,727.90 0.8131 11,743,205.59 0.8254
RBF 12,696,569.79 0.9830 15,087,729.25 0.9688
ELM 11,989,453.79 0.8238 12,304,667.66 0.8764
ELM (RC) 12,143,842.92 0.8236 12,284,951.17 0.8614
Elman 14,163,188.22 1.1002 10,533,366.45 0.6894
Jordan 12,264,013.86 0.8860 12,341,774.82 0.8899
Jaeger ESN 12,040,332.15 0.7548 11,766,645.65 0.8119
Jaeger ESN (RC) 12,071,588.19 0.7345 12,279,058.45 0.8578
Ozturk ESN 16,299,760.49 0.8256 11,238,408.86 0.7952
Ozturk ESN (RC) 11,770,003.63 0.7062 10,807,257.91 0.6965
Average Ensemble 16,469,919.61 0.9983 19,601,009.99 1.0703
Median Ensemble 20,303,247.25 1.1200 20,367,666.36 1.1801
MLP Ensemble 15,554,587.87 0.9710 21,292,183.31 1.0702
RBF Ensemble 18,606,965.66 1.0201 22,318,965.50 1.2100
ELM Ensemble 21,731,212.23 1.2802 31,221,147.23 1.5203
ELM Ensemble (RC) 20,723,489.57 1.2601 34,497,724.89 1.5801

Note that AR, ARMA, average ensemble, and median ensemble models did not show dispersion
since they presented close-form solution [75]. One can verify the highest dispersion was obtained by
RBF, while the lowest was achieved by Elman network.

Many aspects of the general results presented in Tables 2–6 can be discussed. The first is that
the best predictor in the real space sometimes was not the same in the deseasonalized domain.
This occurred because the deseasonalization process considered all parts of the series as having the
same importance. In the literature, the error in the real space is adopted as the most important measure
to evaluate the results [12,18].
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As the forecasting horizon grows, the prediction process becomes more difficult, and the errors
tend to increase for all models. It is directly related to the decreased correlation between the input
samples and the desired future response. Therefore, the output estimates tend to achieve the long term
mean, or the historical mean [9].

We elaborated Table 7 using the results from Tables 2–6 to show a winner ranking to illustrate
which models achieved the best general performance.

Table 7. Best model by horizon.

Model P = 1 P = 3 P = 6 P = 12 Total

AR(3) - - - - 0
0ARMA(4,1) - - - - 0

MLP - - 1 1 2
2RBF - - - - 0

ELM - 2 4 - 6
6ELM (RC) - - - - 0

Elman - - - - 1
1Jordan - - - - 0

Jaeger ESN - 1 - 2 3

4
Jaeger ESN (RC) - - - - 0
Ozturk ESN - - - - 0
Ozturk ESN (RC) - - - 1 1

Average Ensemble - 1 - - 1

7

Median Ensemble - - - - 0
MLP Ensemble - 1 - - 1
RBF Ensemble 1 - - - 1
ELM Ensemble 3 - - - 3
ELM Ensemble (RC) 1 - - - 1
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For P = 1 step ahead, for all series, the best predictor was always an ensemble, highlighting
the ELM-based combiner, which was the best for three of five scenarios (60%). This result indicates
that the use of ensembles can lead to an increase in the performance. Moreover, the application of an
unorganized machine requires less computational effort than the MLP or the RBF since its training
process is based on a deterministic linear approach. It also corroborates that their approximation
capability is elevated, overcoming their fully trained counterpart [9,12].

The results varied for P = 3, for which several architectures—ELM, Jaeger ESN, average ensemble,
and MLP ensemble—were the best at least once. We emphasize that the ELM network was better in
two cases, and the ESN in one. The UMs were better in 60% of the cases. Regarding P = 6, the ELM
was also the best predictor, achieving the smallest error in four cases (80%), followed by the MLP,
which was the best only for Tucurui.

Analyzing the last forecasting horizon, P = 12, four different neural architectures reached the
best performance at least once: MLP, Elman, Jaeger ESN (twice), and Ozturk ESN (RC). An important
observation is the presence of recurrent models among them. This horizon is very difficult to predict
since the correlation between the input samples and the desired response is small. Therefore, there is
an indication that the existence of model’s internal memory is an advantage.

In summary, the unorganized networks (ESN and ELM), in stand-alone versions or as a combiner
of an ensemble, provided the best results in 14 of 20 scenarios (70%). This is relevant since such
methods are newer than the others and are simpler to implement.

Considering the reservoir design of ESNs, we achieved almost a draw; in nine cases, the proposal
from Ozturk et al. was the best, and in 11, the Jaeger model achieved the smallest error. Therefore,
we cannot state which one is the most adequate for the problem.

Regarding the feedforward neural models, one can observe for 16 of 20 cases (80%), the ELMs
overcame the traditional MLP and RBF architectures. In the same way, the ESNs were superior to the
traditional and the fully trained Elman and Jordan proposals in 17 of 20 scenarios (85%). This is strong
evidence that the unorganized models are prominent candidates to carry out such problems.

Linear models did not outperform neural networks in any of the 20 scenarios. For the problem of
forecasting monthly seasonal streamflow series, the results showed that ANNs were most appropriate.
However, it is worth mentioning that linear models are still widely used in current days.

Finally, to provide a visual appreciation of the final simulation, Figure 7 presents the forecast
made by the ELM ensemble for Água Vermelha plant with P = 1.Energies 2020, 13, x FOR PEER REVIEW 17 of 21 
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5. Conclusions

This work investigated the performance of unorganized machines—extreme learning machines
(ELM), echo state networks (ESN), and ELM-based ensembles—on monthly seasonal streamflow
series forecasting from hydroelectric plants. This is a very important task for countries where power
generation is highly dependent on water as a source, such as Canada, China, Brazil, and the USA,
among others. Due to the broad use of this kind of energy generation in the world, even a small
improvement in the accuracy of the predictions can lead to significant financial resource savings as
well as a reduction in the impact of using fossil fuels.

We also used many artificial neural network (ANN) architectures—multilayer perceptron (MLP),
radial basis function networks (RBF), Jordan network, Elman network, and the ensemble methodology
using the mean, the median, the MLP, and the RBF as combiner. Moreover, we compared the results
with the traditional AR and ARMA linear models. We addressed four forecast horizons, P = 1, 3, 6,
and 12 steps ahead, and the wrapper method to select the best delays (inputs).

The case study involves a database related to five hydroelectric plants. The tests showed that the
neural ensembles were the most indicated for P = 1 since they presented the best performances in all
the simulations of this scenario, especially those that employed the ELM. For P = 3 and 6, the ELM was
highlighted. For P = 12, it was clear that the recurrent models were outstanding, mainly those with
the ESN.

Regarding the linear models, this work showed its inferiority in comparison to the neural ones in
all cases. Furthermore, the unorganized neural models (ELM and ESN), in their stand-alone versions
or as combiners of the ensemble, prevailed over the others, presenting 14 of the lowest errors (70%).

These results are important since the unorganized machines are easy to implement and require less
computational effort than the fully trained approaches. This is related to the use of the Moore-Penrose
inverse operator to train their output layer, since it ensures the optimum value of the weights in the
mean square error sense. The use of the backpropagation could lead the process to a local minimum,
indicating how difficult the problem is. In at least 80% of the cases, the unorganized proposals
(ELM and ESN) overcame the fully trained proposals (MLP, RBF, Elman, and Jordan).

Other deseasonalization processes should be investigated in future works. Additionally,
th streamflow from distinct plants must be predicted and the results evaluated. Moreover, the
use of bio-inspired optimization methods [76–78] is encouraged to optimize the ARMA model and the
application of the support vector regression method.
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