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ABSTRACT 

Systemic lupus erythematosus (SLE) is a complex, systemic autoimmune disease due to 

immune dysregulation. Pathogenesis is multifactorial, contributing to clinical heterogeneity 

and posing challenges to diagnosis and treatment. Although recent strides in treatment options 

have been made, there are still many patients with inadequate response to therapy. A better 

understanding of underlying disease mechanisms using a holistic and multi-parametric 

approach is required to improve clinical assessment and treatment. This review discusses the 

evolution of genomics, epigenomics, transcriptomics and proteomics in the study of SLE as 

well as ways to amalgamate these silos of data using a systems-based approach while also 

discussing ways to strengthen the overall process. These mechanistic insights will facilitate the 

discovery of functionally relevant biomarkers to guide rational therapeutic selection to improve 

patient outcomes. 

 

1. INTRODUCTION 

Systemic lupus erythematosus (SLE) is a complex, systemic autoimmune disease whose 

pathogenesis involves immune system dysregulation.  

 

Pathogenesis is multifactorial1 and involves environmental and genetic influences. SLE occurs 

more commonly in women and there is a strong ancestral influence, with those of African, 

Asian or Hispanic descent experiencing more severe disease.2 Diverse mechanisms likely 

contribute to the marked heterogeneous clinical manifestations3 and treatment responses.4 

Disease course can be unrelenting and characterized by unpredictable flares or long remissions 

and low disease activity with treatment. Persistent disease and treatment toxicity can lead to 

permanent organ damage and impaired quality of life.1 
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SLE disease activity can be assessed with tools such as the SLE Disease Activity Index 

(SLEDAI) which encompasses various organ systems and laboratory findings5, and British Isle 

Lupus Assessment Group Index (BILAG) for organ-specific evaluation.6 Although valuable 

for clinical assessment, these measures do not provide insight into disease activity mechanisms 

and treatment response. This lack of mechanistically relevant data limits an evidence-based 

approach to targeted and effective therapy.  There is an unmet need for a better understanding 

of disease mechanisms at a molecular level, which will provide a useful platform for diagnosis, 

prognosis and patient stratification for rational therapeutic selection. SLE treatment has 

progressed slower than autoimmune arthritides with few options such as anifrolumab7, 

belimumab8, obinutuzumab9 and voclosporin10 added over the last 2 decades. Therefore, a 

review that focuses on high-dimensional research approaches specific to SLE is essential so as 

to develop a translational bridge for new theragnostic strategies. 

 

2. CURRENT LANDSCAPE 

With the lack of specific molecular therapeutic targets, current lupus therapy relies mainly on 

general immunosuppression; the main side effect is increased susceptibility to infection, a 

common cause of morbidity and mortality.11,12 Additionally, chronic glucocorticoid use can 

adversely affect bone health, increase osteoporosis risk in adults13 and impede the growth of 

paediatric lupus patients.14 Importantly, these treatments achieve remission at best, but not 

cure.  

 

Clinical trials for targeted SLE immunotherapies have been less successful than other 

autoimmune diseases, with an anti-BAFF monoclonal antibody (mAb), belimumab, and an 

anti-type I interferon (IFN) receptor mAb, anifrolumab, being the only two approved biologics 

in the past 60 years.8,15  Rituximab, an anti-CD20 mAb, has been used off-label in some patients 
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although it failed to meet primary endpoints in two clinical trials.16 Even with anifrolumab, 

50% of the patients did not reach the primary end-point of a BICLA (BILAG-based Composite 

Lupus Assessment) response at 52 weeks.17 This limited efficacy is likely due to underlying 

heterogeneity in immunopathogenesis. Therapeutic effectiveness can be improved with 

molecular-based patient stratification to facilitate novel target identification for rational drug 

selection.18 

 

[FIGURE 1 – proposed location] 

 

3. THE ADVENT OF HIGH-DIMENSIONAL DATA  

In the past decade, newer high-dimensional techniques in genomics, epigenomics, 

transcriptomics and proteomics have enabled multi-parametric evaluation of SLE. These 

approaches can be classified based on the molecular profile being studied (Figure 1) and can 

capture the inherent heterogeneity of lupus to catalyse the discovery process by increasing the 

information generated from well-characterized biological samples (Table 1). Such information 

will facilitate precision medicine to tailor treatments based on molecular classification.19 As 

Pandit & Radstake (2019)20 point out, integration of these molecular big data with clinical data 

to classify disease, diagnose early disease and predict treatment response can eventually 

contribute to precision medicine in clinical rheumatology. Catalina et al. (2020)21 summarized 

the types of big data relating to SLE pathogenesis and this review develops it further by 

discussing clinical translation to theragnosis and the inherent challenges of this process.   

 

[TABLE 1 – proposed location] 

 

3.1 The Growth of Genetics in SLE 
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Genome-wide association studies (GWAS) have identified more than 50 lupus susceptibility 

loci.37 However, majority of these loci are found in non-coding regions38 that do not affect 

protein structure, which poses challenges in delineating their mechanistic significance. One 

way to decipher the biological effects of these non-coding genetic variants includes integration 

of GWAS datasets with epigenetic and gene expression data where an open chromatin structure 

or actively transcribed region may indicate importance in disease (Figure 2).  

 

Epigenetics refers to inheritable gene modifications such as DNA methylation and histone 

modifications that alter biological functions without changes in genomic sequence. Several 

factors may reshape epigenetic patterns, such as in-utero conditions.39 Chronic environmental 

exposures to inciting factors modify SLE risk genes epigenetically to contribute to disease 

development. This is supported by a twin study where twins discordant for SLE exhibited 

extensive DNA methylation changes, with hypomethylation (implying gene activation) (Figure 

2)  in IFN-related genes such as IFI44L and PARP9 in B cells, CD4+ T cells, granulocytes and 

monocytes. This was more pronounced in twins with a disease flare in the past 2 years.40 The 

methylation profiles of neutrophils in SLE patients have also been shown to affect disease 

activity and LN progression.41 Thus, epigenetic changes may form an important link between 

disease risk and genetics.  

 

A study on candidate variants for autoimmunity found that although 90% of causal variants are 

non-coding, more than half are mapped to immune cell enhancers, suggesting a putative 

biological effect of these variants.38 Upon immune stimulation, histones of these enhancers are 

acetylated and transcribed into enhancer-associated elements. Mahmoud et al. (2022) studied 

the serum expression of long non-coding RNAs (lncRNAs) in SLE patients via enzyme-linked 

immunosorbent assay (ELISA) and real-time polymerase chain reaction (RT-PCR) and found 
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that lncRNA-Cox2 and HOTAIR (Homeobox transcript antisense intergenic RNA) were 

independent predictors for SLE diagnosis.42 LncRNA-Cox2 is dynamically regulated and 

regulates important immune genes such as IL6, STAT3 and TNF-α while HOTAIR is involved 

in cancer progression43 although its role in immune-related diseases is unclear. Gaining a 

deeper understanding of epigenetic regulatory mechanisms would translate to insights into 

disease variant function for theragnostic application.  

 

[FIGURE 2 – proposed location] 

 

3.2 The Evolution of Transcriptomics & Proteomics in SLE research 

Transcriptomic technologies analyse RNA transcripts which contribute to differentiated cell 

function in the flow of genetic information (Figure 2).45 The type I IFN pathway has been 

implicated in SLE since the 2000s using microarray technology46 and, recently, with more 

advanced technologies such as single-cell RNA sequencing (scRNA-Seq).47 Microarray studies 

used traditional techniques of global gene expression profiling of the entire peripheral blood 

mononuclear cell (PBMC) population with PCR amplification; approximately half of SLE 

patients exhibited dysregulated IFN pathway. Furthermore, these studies indicated that the IFN 

gene signature (IGS) may symbolise severe SLE, with 62% of patients in the IFN-high 

subgroup experiencing the most serious complications (i.e. central nervous system and/or 

kidney involvement) at some point as compared to only 21% in the IFN-low group. 

Independently, the latter study47 using scRNA-Seq corroborated these data in paediatric and 

adult lupus patients but with greater data granularity, demonstrating that this high IFN-

stimulated gene (ISG) expression signature occurs in well-defined immune subsets within 

CD4+ and CD8+ T cells, natural killer cells and plasma cells, driving specific effector functions.  
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Although conducted two decades apart, these studies using different technologies produced 

similar results but with greater data resolution to identify specific effector cells affected by the 

interferogenic environment. Within the adult SLE population, distinct high and low IFN 

categories are present, indicating a potential utility for molecular patient stratification for anti-

IFN therapy. This has been applied to the Trial of Anifrolumab in Active SLE (TULIP)7,17,48, 

which will be discussed later. A strong correlation of gene expression data between microarray 

and scRNA-Seq platforms has been demonstrated.49,50 Nonetheless, scRNA-Seq provides a 

more unbiased depiction of the transcriptome as it is sequencing-based as opposed to probe-

based microarrays and resolves the cellular heterogeneity by quantifying the RNA transcripts 

at the single-cell level. Additionally, scRNA-Seq offers higher sensitivity than microarray 

technology.51 Therefore, scRNA-Seq can better determine the gene expression repertoire and 

enable an unbiased comparison of differentially expressed genes (DEGs) among study 

groups.50,51 This is crucial as microarray probes may not encompass all genes that are 

differentially expressed in disease.  

 

In vitro studies have demonstrated that immune complexes (ICs) comprising ANAs can 

potently drive IFN production. ICs promote DNA or RNA uptake into cells to interact with 

internal nucleic acid sensors, which are part of an internal host defence system. Hubbard et al. 

(2022) investigated IGS, expression of specific ANAs and complement levels, testing the 

hypothesis that ICs which stimulate the IGS can also activate complement.52 The study with a 

large patient cohort from a clinical trial showed that while both anti-DNA and anti-RNP 

(ribonucleoprotein) autoantibodies are associated with the IGS, decreased C3 and C4 levels are 

associated with anti-DNA but not anti-RNP. These findings suggest that ICs driving IFN 

production may not necessarily activate complement and show how expression profiling data 

can be integrated with clinical or serological markers to gain new mechanistic insights.  
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The Nanostring platform is probe-based like microarrays but does not require PCR 

amplification, which can introduce systematic amplification bias e.g. through template over-

amplification or primer mismatch53 and works with formalin-fixed, paraffin-embedded (FFPE) 

samples.54 Using Nanostring, gene expression profiling on FFPE kidney biopsy samples from 

19 patients with LN showed segregation of intrarenal transcript expression in normal kidneys, 

complete clinical responders (CR) and non-responders (NR). Complement activation and IFN 

signaling pathways were upregulated in both CRs and NRs while BAFF, nuclear factor-kB and 

interleukin-6 signaling were increased in CRs and reduced in NRs.55 

 

A strategy to unify multi-omics data involves the use of “anchors” (cell pairwise 

correspondences between single cells across different datasets) to transform data into a shared 

space.56 Gene expression data can also be used to obtain cell compositions of interest and 

estimate their frequencies from bulk RNA-Seq using deconvolution algorithms. These include 

CIBERSORT57, which facilitates comparisons across cell types using bulk RNA-Seq data58 by 

extracting cell-type-specific gene expression signatures. Its utility was demonstrated in a LN 

study where monocytes negatively correlated with memory B cells and T follicular helper (Tfh) 

cells, suggesting an antagonistic relationship. The memory B and Tfh cells, however, shared a 

synergistic relationship, underscoring the complexities of cell subset interactions that require 

more advanced techniques to unravel.59 For example, a novel deconvolution algorithm 

developed by Tsoucas et al. (2019) uses a weighted least squares approach that considers both 

common and rare cell populations within a sample.60  

 

While SLE is characterised by manifestations that are clearly inflammatory in origin (e.g. 

arthritis, nephritis), patients also experience widespread pain, fatigue, depression and brain fog 
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whose relationship to inflammation is uncertain. These symptoms are commonly reported and 

are frequently unresponsive to conventional immunotherapy. They are known as Type 1 

(inflammatory) and Type 2 (non-inflammatory) respectively. In a preliminary study using a 

book-end approach involving patients with either predominant Type 1 or Type 2 SLE, Clowse 

et al. (2019) showed that transcriptional analysis can distinguish these disease patterns.61 

Consistent with the two SLE endotypes, these findings help elucidate the molecular pathways 

contributing to different disease patterns. They also provide the basis for an approach to treat 

some of the most persistent and pervasive SLE symptoms.  

 

For proteomics, ELISA has been used to quantify proteins of interest, one at a time, since the 

1970s.62 Multiplexing technologies, such as Luminex xMAP, facilitate the simultaneous 

detection of multiple analytes. Budde et al. (2016) used a bead-based array containing 86 

diverse antigens including immune defence pathway proteins to identify biomarkers that may 

help with patient stratification. The resulting data stratified SLE patients into five clusters with 

a positive correlation between autoantibody signatures and glomerulonephritis found for two 

patient clusters.63 Another high-throughput protein microarray platform (Sengenics KREXTM 

ImmunomeTM Protein Microarray) can simultaneously quantify at least 1600 auto-antibodies 

against native autoantigens in SLE sera. These autoantigens mediate biological functions such 

as chromatin organisation and transcriptional regulation.64 Mass spectrometry-based methods 

have also been used to identify and detect biologically important low-abundance analytes.65 

Tang et al. (2022) identified circulating ICs as potential LN biomarkers using liquid 

chromatography, tandem mass spectrometry (LC-MS/MS) and bioinformatics analyses. A 

panel comprising CD14, CD34, cystatin A, myocyte enhancer factor 2C (MEF2C), RGS12 and 

ubiquitin C (UBC) could differentiate active and inactive LN at a comparable or better level 

than current pathological parameters such as the renal activity and chronicity indices.66 These 
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studies illustrate an increasing use of multi-parametric approaches that are mechanistically and 

clinically meaningful for studying SLE in recent years. 

 

3.3 Translation to the Clinical Arena 

The advent of new technologies has provided valuable opportunities for clinical translation in 

terms of cross-platform data integration and novel exploration of disease parameters.  Clinical 

and scientific data are also being used synergistically to gain insight into SLE pathogenesis. 

LN affects about half of all SLE patients67, leading to renal failure if uncontrolled. The 

American College of Rheumatology guidelines recommend a treatment change if there is no 

response after 6 months of induction or first-line therapy.68 However, renal damage may be 

ongoing even with clinical improvement; Malvar et al. (2017) showed discordance in early 

clinical and histological outcomes in proliferative LN.69 Use of scRNA-Seq may improve 

current LN classification that considers only glomerular pathology, as data suggest that 

infiltrating inflammatory interstitial lymphocytes correlate best with prognosis70 and treatment 

response heterogeneity.  

 

Heterogeneity in treatment responses is also evident from a recent voclosporin trial in LN 

(AURORA 1) where only 41% achieved complete renal response.10 ScRNA-Seq may help us 

understand such treatment response differences by analysing the lupus renal microenvironment 

as it facilitates a high-resolution genome-wide gene expression profiling in individual cells of 

tissues.71 This can bring out patient variability, thus potentially improving patient stratification 

for treatment selection.  

 

As data integration increases in popularity, huge datasets are produced. How do we make sense 

of it all? How do we take advantage of clinical and research data to positively impact patient 
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outcomes? Enter machine learning (ML), a subset of artificial intelligence (AI) that focuses on 

designing algorithms by “learning” and inferring from existing data.72 Availability of powerful 

computers to the wider community through cloud computing services has immensely 

accelerated the use of ML for complex multi-dimensional datasets, encouraging collaboration 

among discrete groups or silos of clinicians and scientists.   

 

4. FROM SILOS TO LANDSCAPES: UTILISING MULTI-PARAMETRIC DATA 

With technological advancements and the increasing ability to connect data across platforms, 

larger volumes of information are available.73 Such “big data” is set to transform medicine74 

but the successful translation to clinical care is still ongoing (Figure 2). All along, “if-then” 

rules have been used by knowledge engineers to create instructions for decision-making in 

computers by interviewing individuals such as clinicians.75 However, condensing complex and 

sometimes ambiguous big data into a set of simple rules can be difficult and, therefore, using 

ML is a viable alternative. Due to the heterogeneous and multi-factorial nature of rheumatic 

diseases, ML has been extensively used in rheumatology, as explained by Kingsmore et al. 

(2021).76  

 

Bioinformatics and traditional statistical approaches have effectively analysed numerous data 

types. In one study of paediatric lupus patients, mixed models accounting for demographics, 

disease activity, treatment and degree of LN identified a plasmablast signature as the most 

robust marker for disease activity. Such molecular correlates enable objective patient 

stratification.77 However, a framework with sufficient predictive value for precise decision-

making for diagnostics and prognostics is lacking. Using ML techniques to analyse and 

interpret big data may be instrumental to understanding disease heterogeneity and developing 

precision medicine. Integration of AI and multi-omics techniques can contribute to the 
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development of novel theragnostic strategies for SLE. This is summarised in a non-exhaustive 

list in Table 2, with studies aiming for translation in a few ways: predicting clinical fate using 

biomarkers, mechanism studies to understand disease pathogenesis and patient sub-

phenotyping for more targeted clinical management. 

 

[TABLE 2 – proposed location] 

 

ML has been established for a while, with classic ML algorithms developed since the 1950s, 

with features manually extracted from datasets to help computers learn (“feature 

engineering”).75 Some ML methods include random forest (RF), decision tree and support 

vector machine (SVM). The most common type is supervised learning, where algorithms are 

trained using labelled data to recognize specific patterns. On the other hand, unsupervised 

learning algorithms help in understanding data structures and heterogeneity. In other words, 

supervised methods are used for prediction while unsupervised methods are for discovery. 

Machines are trained with unlabelled data and will need to study inherent structures to detect 

and present identified patterns to users.87  

 

Feature engineering can be difficult and time-consuming for unstructured data like images. 

This is where deep learning (DL) - a subfield of ML - comes into play. Features can be extracted 

automatically from raw data (“representation learning”) using an artificial neural network 

(ANN).75 Representation learning allows for automatic discovery of features or representations 

required for classification or detection after a machine has received raw data input. DL utilises 

multiple levels of representation with non-linear modules that convert representation at a lower 

level (e.g. raw data) into a higher, more abstract level of representation.88 For example, an 
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image is represented by a group of pixels and the lowest level of representation may include 

the absence or presence of edges and lines at specific image locations.  

 

In SLE, a few studies have analysed images using DL. One study created an automated, multi-

level algorithm for the segmentation of white matter brain lesions to more accurately study 

neurologic and psychiatric complications. The gold standard was established with an 

experienced human rater manually tracing white matter lesions. Subsequently, multiple 

magnetic resonance sequences including T1-weighted and T2-weighted images were used to 

train a supervised classification model (“classifier”) to segment lesions based on selected 

feature subsets. Feature subsets vary at each level of segmentation, leading to a multi-level 

approach and thus optimal segmentation.89  

 

In another study, ML models were used to find markers correlated with ultrasonography-

detected erosive arthritis. Features including joint and laboratory assessments (such as SLE-

related autoantibodies) were used as inputs for supervised ML algorithms including decision 

tree and logistic regression. Anti-carbamylated protein antibodies were found to be associated 

with erosion development, in addition to anti-citrullinated peptide antibodies.79 Evidently, ML 

methods offer more information on disease pathogenesis than conventional laboratory 

techniques alone.  

 

Apart from its role in imaging, ML can be used to study disease manifestations such as LN. As 

aforementioned, treatment depends on therapy response, the definition of which can be 

improved. ML can better inform treatment decisions by developing decision-support tools to 

define  induction therapy response. However, even with ML models, currently utilised clinical 

biomarkers can accurately diagnose LN only 68.9% of the time.90 This could be because LN, 
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just like SLE, is heterogeneous in onset and progression. Thus, there is potential to create more 

reliable decision-making tools. Studies have evaluated urinary biomarkers as a surrogate for 

renal involvement in LN; using urine for analysis may increase the sensitivity and specificity 

of signals for renal processes as compared to serum or plasma biomarkers. A panel of urinary 

biomarkers was studied using a multiplex bead array in urine samples from 140 patients with 

biopsy-proven LN. RF prediction models were used to generate Area Under the Curve (AUC) 

values to determine optimal separability among study groups. Markers predicting the best 

response were chemokines, cytokines and cellular damage markers.91 Such non-invasive 

biomarkers may reduce the need for invasive renal biopsies for diagnosis and prognosis. They 

may also facilitate risk prediction and stratification for LN in renal flares.84 Another co-

morbidity associated with SLE is cardiovascular disease. Electrocardiogram (ECG) 

abnormalities can predict future cardiovascular events and Hu et al. (2021) studied the 

prevalence of ECG abnormalities in SLE patients and used ML to examine associated factors. 

Non-specific ST-T and T-wave changes were most common. Factors including age, length of 

disease duration, more severe disease, hypertension, secondary Sjogren’s syndrome and anti-

SSA antibody are key contributors to these ECG abnormalities.92 

 

Mass cytometry (CyTOF), which uses metal isotope-conjugated antibodies to detect around 50 

parameters93 (immune markers) simultaneously at the single-cell proteomic level, may also 

facilitate biomarker identification. Deep immunoprofiling of PBMCs and urine from 13 SLE 

patients found an immune signature of activated macrophages and T cells that may indicate 

kidney leucocyte infiltration.94 Since CyTOF produces large datasets, ML can facilitate 

meaningful data analysis. 
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Cytobank is a cloud-based platform that can be used for CyTOF analysis95; our lab has built a 

web-based discovery tool for CyTOF data: the Extended Polydimensional Immunome 

Characterisation (EPIC) platform.96 This platform integrates data visualisation and ML tools 

into a highly curated single-cell database of the healthy human immunome across various ages, 

with plans to also establish one for the diseased immunome. Uploaded data can be mapped 

onto a trained self-organising map classifier to automatically predict known cell types, or 

unsupervised ML methods can compare diseased samples to age-matched controls to discover 

novel populations.  

 

In one study, CyTOF data from 26 adult SLE patients and 27 age-matched controls were 

analysed using EPIC.96 Notably, significant increases in activated T-regulatory(TREG)-like cells 

(FoxP3+CD25-CTLA4+) were uncovered in disease, suggesting a deranged immunoregulatory 

response driven by TREGs.
97 Furthermore, an activated CD8+CXCR3+CLA+ T-cell subset was 

enriched in SLE.98 CXCR3 and cutaneous lymphocyte-associated antigen (CLA) are involved 

in skin-homing, with CLA function enhanced in inflammatory dermatoses, underscoring the 

importance of skin involvement in SLE immunopathogenesis even if skin manifestations are 

absent. Proteomic analyses by CyTOF offer valuable information on functional proteins in 

samples (Figure 2), thus facilitating the discovery of novel subsets even with limited sample 

numbers. In the field of immunomics, high-throughput platforms like CyTOF can identify 

target cell populations of clinical and mechanistic importance for subsequent transcriptomic 

analyses.19 Subsequently, epigenetic and genetic data can be better evaluated for integration of 

silos of data, facilitating the study of underlying disease mechanisms and identification of 

deranged pathways for therapeutic targeting.   
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In addition to yielding information on candidate biomarkers, ML can also aid with patient 

stratification, which is especially useful for a complex disease like SLE.  

 

5. TOWARDS IN SILICO MEDICINE: MACHINE LEARNING AND PATIENT 

STRATIFICATION 

Due to the heterogeneous presentation of SLE and unpredictable disease progression, patients 

with similar clinical assessments may have different underlying abnormalities such as cell and 

organ involvement.99 Therefore, patient stratification by amalgamating routine clinical and 

multi-omics data will offer a more holistic picture of SLE pathogenesis and the potential for 

more effective personalised treatments.  

 

In silico drug-repurposing analysis using gene expression data can measure the theoretical 

ability of a drug to revert specific pathological gene expression signatures. In this approach, 

the gene expression signature of a disease is compared to drug-induced gene signatures, thus 

computing a connectivity or similarity score.100 If the score is negative, it implies that the drug 

effect on gene expression is opposite to the disease and may be able to reverse diseased gene 

expression to positively impact phenotype. CLUE is a cloud-based platform to analyse gene 

expression data from thousands of compounds, with many utilised in autoimmune diseases.101  

 

A study by Toro-Domínguez et al. (2018) used this pipeline to stratify SLE patients into three 

main groups using longitudinal gene expression data from whole blood; groups were related to 

lymphocyte and neutrophil percentage increases.18 When patient stratification based on drug 

connectivity scores was performed on this same cohort, the clusters were identical to that 

obtained from gene expression data, implying differing drug responses based on individual 

molecular differences. The best drug candidates included mTOR inhibitors and drugs reducing 
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oxidative stress, and very few of the drugs commonly used in SLE attained negative 

connectivity scores, implying that they might not be very effective in reverting specific 

diseased gene signatures.102 This could be because these drugs target general inflammatory 

processes.103 Nonetheless, this approach means that treatments can be better tailored to 

deranged biological mechanisms, resulting in differential personalised treatments. 

 

Such patient stratification was the basis of a recent Phase 3 clinical trial on anifrolumab, a 

monoclonal antibody targeting Type 1 IFN receptor subunit 1. As aforementioned, much work 

has gone into defining the Type 1 IFN signature in SLE and therapeutic benefits have been 

reported in a Phase 2 trial of anifrolumab.7 However, the Phase 3 TULIP did not show a 

significant effect on the primary endpoint which was a composite of changes in 3 scales.48 A 

second trial TULIP217 was conducted by using a secondary end-point from the first trial as the 

primary end-point (BICLA). Patients were stratified into high or low Type 1 IFN gene 

categories based on whole blood RT-PCR quantification. The IFN gene signature was 

suppressed in patients receiving anifrolumab with a high IFN gene signature at baseline 

although the effect on clinical efficacy was not studied in detail. These studies offer more 

headway into precision medicine for SLE based on underlying biological pathways. ML was 

not used in the clinical trials but would be useful for future larger-scale studies by better 

defining target immune cells (e.g. patient stratification into high and low IFN groups). In the 

clinical setting, RT-PCR would be more suitable than methods such as scRNA-Seq due to ease 

and speed of use.   

 

ML has also been used to characterise immune cell profiles of juvenile-onset SLE (jSLE) 

patients obtained via flow cytometry. Robinson et al. (2020) used the balanced RF (BRF) and 

sparse partial least squares-discriminant analysis (sPLS-DA) to evaluate parameter selection 



Page 18 of 31 
 

and classification while logistic regression assessed the correlation among immune 

phenotypes. They showed that CD8+ T-cells are important in patient stratification, with 

increased frequencies of CD8+ effector memory T-cells correlating with more persistent active 

disease over time.85 Another study using ML combined the C3/C4 complement ratio and 

neutrophil to lymphocyte ratio to stratify jSLE patients into three separate disease activity 

groups104, which furthers the understanding of gene networks that work synergistically for 

disease progression. 

 

6. TRANSLATING TO BETTER CLINICAL OUTCOMES 

So far, the review has focused on integration of clinical and laboratory data using ML. Big data 

has also unlocked unique opportunities to understand the disease, including electronic health 

record (EHR) data. However, these data may face challenges relating to data quality and 

standardisation.105 EHRs play a critical role in generating data on chronic diseases in public 

health research. In a protean disease such as SLE where the diagnosis may be uncertain, patient 

classification can be challenging. Furthermore, traditional definitions that depend on coding 

systems such as ICD-9 are not very specific.106  

 

Recent ML efforts to improve this situation include using training sets via “noisy labelling”, 

where positive and negative controls are labelled based on an imperfect heuristic, resulting in 

high specificity and development of a “silver standard”. This has shown similar accuracy and 

precision to manually labelled data in myocardial infarction and type 2 diabetes.107 The noisy 

labelling method developed for SLE allows users to select predicted probability thresholds for 

case identification that are most relevant to the intended analysis. For example, if SLE patients 

need to be recruited for clinical trials, a high threshold of 0·9 would mean a precision of 0·9 
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for “strict” criteria of SLE; in contrast, in a study of patients for a vaccination programme, a 

lower threshold for more inclusivity would likely be acceptable.108  

 

In addition to creating automated and more rigorous algorithms for identifying complex 

disease, ML can predict hospital readmissions. Hospitalisation readmission is defined as an 

event when a patient is re-admitted for the same or different condition within 30 days.109 Higher 

readmission rates may suggest poor quality of previous inpatient care110 or ineffective 

treatment.  Studies to prevent readmissions ensures optimal use of limited healthcare resources 

and facilitates targeted interventions for patients with high readmission risk.111 A DL method 

combining a recurrent neural network (RNN) and long short-term memory (LSTM) extracts 

temporal relationships from longitudinal SLE patient data to predict re-hospitalization. 109 SLE 

patients have one of the highest hospital readmissions in the United States112 and severe SLE 

organ manifestations was one of the contributing factors.113  Jorge et al. (2022) applied ML to 

predict hospitalisations from EHR data and found that the leading predictors of SLE 

hospitalisations include age, albumin, blood cell counts, C3 level, inflammatory markers and 

presence of double-stranded DNA (dsDNA).114 

 

6.1 Bringing Clinical Translation to the Next Level 

Despite the meaningful findings derived from the aforementioned and other studies, few have been 

translated to clinical care. For example, many biomarkers related to disease activity have been identified 

but few have been used for theragnostic purposes. This could be due to the lack of validation in larger 

cohorts with different demographics and the need for prospective longitudinal studies to determine the 

effectiveness of specific prognostic biomarkers, especially for unpredictable disease flares. 
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Studies using ML need training, validation and test datasets (Table 2). These datasets are often 

derived from patients in the same institution with a certain degree of homogeneity in terms of 

demographics and treatment regimen, which will impact the model’s applicability in other 

settings. Cross-cultural representations and validation would add credibility to the results. This 

could potentially be achieved through the establishment of consortiums such as the 

International Consortium on the Genetics of SLE (SLEGEN) which was set up in 2005 to pool 

resources from different institutions to identify SLE susceptibility genes.115 This would also 

provide a platform for collaboration in large prospective longitudinal studies with cross-

cultural representation for generalisability of results. Laboratory data tend to represent just a 

snapshot in time, which may change with time and the evolution of the disease. A prospective 

longitudinal study of IFN-related biomarkers found that IFN- γ-inducible protein (IP-10), sialic 

acid-binding Ig-like lectin 1 (SIGLEC1) and anti-nucleosome antibody were relevant 

biomarkers to monitor disease activity.116 In another study, novel ML methods were used to 

control for time-dependent variability for proof-of-concept. Associations between SLE disease 

activity and biological parameters such as macrophage migration inhibitory factor (MIF), 

CCL2, CCL19 and CXCL10 were found to exist in a multi-dimensional time-dependent pattern 

and may be useful to study the complex relationship of biological and clinical factors in SLE.117  

 

In the same vein, studies describing prediction models often lack key information for readers 

to judge the methods and have a thorough picture of the model’s predictive accuracy, content 

and other specific details. Furthermore, there is no standardised reporting format for these novel 

models, which limits the utility and generalisability of findings. The Transparent Reporting of 

a multivariable prediction model for Individual Prognosis or Diagnosis (TRIPOD) Statement 

was established in 2015 as a potential solution.118 It is a checklist of 22 items that authors use 

to report their study findings with sufficient clarity and detail. This is especially useful for 
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models developed using complex ML algorithms which include technical jargon that may be 

challenging to understand. The TRIPOD-AI is currently being developed and will focus on 

ML-based prediction model studies to increase accessibility to those outside the field. Such an 

initiative can be extended to other areas such as biological signatures for diagnosis, patient 

stratification and treatment response. This would reduce the barrier for collaborations. 

 

7. LOOKING AHEAD: CHALLENGES AND POTENTIAL 

The advent of novel and multi-parametric technologies in research has resulted in an explosion 

of big data, while advancements in ML have facilitated more automated and efficient ways of 

data evaluation. However, there are challenges ahead. 

 

Firstly, as evident from the earlier studies, there are many ML methods, each with its own 

inherent merits and limitations. It is therefore difficult to decide on particular methods to 

translate meaningfully to the clinical context.87 Many ML approaches have focused on the 

integration of scientific data while neglecting clinical data, thus impeding the widespread use 

of ML in the clinical setting.119 Many studies also focus on proof-of-concept120 e.g. testing ML 

models using training sets or retrospective data. Without real-world validation, these theoretical 

findings cannot be translated into improvements in patient outcomes.  

 

To optimise the use of these data, accessibility is crucial to ease integration with real patient 

data. This can serve as a platform to diagnose and treat diseases with greater accuracy and 

precision. An example is in the realm of genetic disorders: Ayatollahi et al. (2019) identified 

the main requirements to integrate genetic data into the EHR system, which includes data from 
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healthcare providers and patients as well as technical infrastructure, especially the security of 

confidential data.121  

 

Secondly, ML works best when training data are informative and representative of the eventual 

test data.75 Furthermore, data also need to be of sufficient quantity to train the machine to 

recognise inherent organisation, patterns, and structure. ML models are extremely data-

hungry122 and, as expected, performance on intended tasks can be improved by training a better 

base model.123 Small cohorts are unable to represent the extent of variation, especially in 

clinically complex diseases such as SLE. “Garbage in, garbage out” is a well-known mantra in 

ML that poor quality data input results in unreliable data output.124 In other words, to ensure 

objective inference of data in ML, the inclusion of statistically meaningful results within the 

analysis is necessary.   

 

Thirdly, overfitting during the training phase may also be a concern. This occurs when an 

algorithm is trained to be so accurate that its predictions cannot be generalised to new data. 

With overfitting, predictions about real-world data may be exaggerated and misleading. One 

way to overcome this would be to consider common confounding features in the model that 

may contribute to overfitting125, or to keep separate training and testing datasets. 

Correspondingly, models with inaccurate performance may provide misleading data and give 

rise to ethical issues such as disease misclassification or misdiagnosis.126 The use of AI in the 

clinical setting offers great promise but also poses critical ethical issues to be addressed. These 

include: informed consent to use information, data safety and transparency, algorithmic biases 

and fairness, and data privacy.127 ML algorithms are as good as the data they are trained with 

and may be predisposed to biases during model development. To protect all involved parties 
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from the consequences of such ethical issues, laws will need to be established and 

precautionary measures taken before ML models are applied to the clinical context.  

 

Although ML has its inherent drawbacks, it has increased our understanding of SLE and 

provides the foundation to improve patient outcomes.  

 

8. CONCLUSION 

The heterogeneity and complexities of SLE have impeded therapeutic developments. However, 

big data obtained from a growing clinical database and various multi-parametric technological 

platforms have exponentially increased the potential of this information to be capitalized for 

translational medicine. This data, coupled with ML, should enable better molecular-based 

stratification, opening more doors for precision medicine and a theragnostic approach to SLE 

for improved patient outcomes.  

 

Search strategy and selection criteria 

References for this review were identified through PubMed with the search terms “systemic 

lupus erythematosus (SLE)”, “high-dimensional technologies”, “machine learning”, 

“epigenomics”, “genomics”, “transcriptomics”, “single-cell technologies”, “patient 

stratification” from 2010 until March, 2022. Articles were also identified through searches of 

the authors’ own files, such as those covering older technologies in the early-2000s. Only 

papers published in English were reviewed. The final reference list was generated based on the 

relevance to the scope of this review.  
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Figure 1: Interrogative techniques that can be applied to study disease mechanisms. These technologies can be used to study different components of the central 
dogma of biology. They vary in terms of their abilities to provide biased or un-biased information and the number of studied parameters. Table 1 will discuss these 
techniques in further detail. The main text also discusses a selection of the interrogative techniques shown here. 
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Table 1: Comparison of different technologies. Further explanations for some of the headings are below the table. 
 

  Description 

Number of 

variables that 

can be tested 

per 

experiment or 

reaction  

(may differ 

based on the 

specific 

instrument or 

technology 

used but the 

current 

highest limit 

is stated here) 

Ability to 

provide 

high-

throughput 

data 

Robustness22,23 

of data* 

Cost** per 

experiment 

or 

reaction, 

unless 

otherwise 

stated 

Ease of 

data 

analysis 

Limitations 

Genomics24 

Sanger Sequencing25 

Uses capillary 

electrophoresis 

to determine 

DNA nucleotide 

sequence 

600 to 1000 

bases 
+ 1 

++++ 

(cost of 

sequencing 

the full 

human 

genome)27,28 

++ 

- Relatively slow 

compared to current 

next-generation 

sequencing 

methods 

Exome Sequencing26 

(using Next-Generation 

Sequencing (NGS)) 

Sequencing of 

protein-coding 

regions of genes 

Up to multiple 

terabases 

(1012) 

+++ 2 

++ 

(cost of 

sequencing 

the full 

human 

genome) 

27,28,29 

+++ 

- Less cost-effective 

if target genes to be 

sequenced are 

fewer 

Whole Genome 
Sequencing26 

(using NGS) 

Comprehensive 

analysis and 

sequencing of 

the entire 

genome 

Up to multiple 

terabases 

(1012) 

++++ 3 

+++ 

(cost of 

sequencing 

the full 

human 

genome) 

27,28,29 

++ 

- High error rate 

which can be 

reduced with 

increased depth and 

coverage of genome 

being read 

Epigenomics 

DNA Methylation 
Studies30,31 

Analysis of 

methylation 

patterns across a 

targeted 

genomic region 

>850 000 sites 

across the 

genome 

++ 2 

+ to +++ 

(depending 

on the 

specific 

method 

used) 

++ 

- Higher-throughput 

methods can be 

costly for standard 

laboratories without 

required equipment 

SNP Array32 

 

Type of DNA 

microarray to 

detect 

polymorphisms 

within a 

population 

 

>900 000 

SNPs on an 

array 

+++ 3 ++ ++ 

- Target SNPs are 

pre-selected so 

there is an element 

of bias 

- May not be able to 

detect novel SNPs 

ChIP (chromatin 

immunoprecipitation)-

sequencing 

 

Combination of 

ChIP and DNA 

sequencing to 

analyse DNA-

protein 

interactions 

 

Millions of 

DNA 

fragments can 

be read 

simultaneously 

++++ 1 ++ ++ 

- Amplification of 

immunoprecipitated 

DNA and 

sequencing library 

construction are 

time-consuming 

 

Transcriptomics 

Real-Time polymerase 
chain reaction (PCR)33 

 

Type of PCR 

that allows for 

detection and 

quantification of 

RNA 

 

Generally 1 

gene studied 

per experiment 

++++ 1 ++ +++ 

- Simultaneous 

application and 

visualisation of 

nascent DNA 

amplicons 



Microarray (chip-
based)34 

Uses nucleic 

acid 

hybridisation to 

simultaneously 

measure 

expression of 

large numbers 

of genes 

Up to 30000 

target spots in 

one chip 

+++ 5 +++ ++ 

 

- Low accuracy due 

to the low-

specificity of some 

probe designs 

- High sensitivity to 

experimental 

variations e.g. 

changes in 

hybridisation 

temperature 

 

Nanostring (based on 

fixed gene sets) 

Measures 

nucleic acid 

content by 

quantitating 

molecules 

directly without 

amplification 

Up to 800 

targets in a 

single gene set 

++ 2 +++ +++ 

 

- Fixed number of 

genes can be 

interrogated at a 

time 

- Data may be 

biased as target 

genes are pre-

selected 

 

Bulk RNA 
Sequencing35 

 

Uses next-

generation 

sequencing 

techniques to 

analyse average 

expression 

levels of the 

transcriptome 

 

Up to multiple 

terabases 

(1012) 

+++ 4 +++ ++ 

- Measures average 

gene expression and 

may not reflect 

heterogeneity of 

cell populations 

Single-cell RNA 
Sequencing35 

Similar concept 
to bulk RNA 

sequencing but 

measures gene 

expression 

levels for each 

transcript within 

each cell 

Up to multiple 

terabases 

(1012) 

++++ 3 ++++ + 

 

- Low-expression 

genes may be 

missed out 

- Data analysis can 

be challenging due 

to the large data 

output 

 

Proteomics 

ELISA 

Detects and 

measures 

proteins using a 

solid surface to 

immobilise the 

target of interest 

1 protein can 

be detected per 

experiment 

+ 4 ++ ++++ 

 

- Detection is based 

on 

enzyme/substrate 

reactions and data 

needs to be read in 

a short time span 

- Information is 

limited to absence 

or presence of the 

protein in the 

sample of interest 

 

Luminex multiplex 
assay36 

Similar concept 

to ELISA but 

enables 

measurement of 

multiple 

proteins in a 

single well 

Up to 65 

protein targets 
++++ 3 ++ ++ 

- Small sample 

volume needed 

(<25ul) 

- Panels can be 

custom-made to 

one’s interest 



Flow cytometry 

(fluorescence-based) 

Uses 

fluorochrome-

tagged 

antibodies to 

detect and 

measure 

markers of 

interest in a cell 

population 

<20 markers 

tested at a time 
++ 2 ++ ++ 

- Limited number 

of fluorescence 

channels depending 

on machine (<20) 

 

Mass Cytometry 

Similar concept 

to flow 

cytometry but 

uses antibodies 

tagged with 

heavy metal 

ions 

~40 markers 

tested at a time 
++++ 1 

++++  

(including 

reagent 

costs) 

+ 

- Optimization of 

experimental 

conditions may take 

a while due to the 

large number of 

variables 

- Data analysis can 

be challenging due 

to the large data 

output 

 

Robustness of data: Refers to high consistency across experiments with low bias error rate. It is ranked within each 

set of technologies (i.e. genomics, epigenomics, transcriptomics, proteomics), with 1 being most robust and 3 being 

least robust. 

Cost per experiment/reaction (in USD): + Tens of dollars, ++ Hundreds of dollars, +++ Thousands of dollars, 

++++ Tens of thousands of dollars and above 



Table 2: Use of artificial intelligence (AI) and machine learning (ML) in understanding SLE pathogenesis (2017-2022) for theragnostic 

applications. This is a non-exhaustive list with studies selected to reflect diversity of research approaches.   

 

Type of 

Study 

Study 

Details 
Objectives Sample Size 

AI and ML 

methods used 
Summary of findings 

Biomarker 

Discoveries 

Jiang  

et al.  

(2022)78 

To identify key 

SLE-associated 

genes for 

diagnostic 

biomarker 

development. 

 

 

Gene expression profiles (whole 

blood -WB) from three studies 

obtained from the GEO (Gene 

Expression Omnibus) database: 

two microarray and one RNA-

sequencing dataset. 

 

1002 SLE and 94 control datasets 

were used to identify potential 

diagnostic biomarkers. 

 

78 SLE and 46 control datasets 

were used to test the reliability of 

these diagnostic biomarkers. 

 

Peripheral blood mononuclear 

cells (PBMCs) from 26 SLE 

patients and 20 age- and gender-

matched healthy controls were 

used for further validation. 

 

Machine 

learning (ML) 

methods used: 

logistic 

regression, 

random forest, 

XGBoost, 

support vector 

machine (SVM) 

and artificial 

neural network 

(ANN).  

 

Immune-related biological processes 

and a single KEGG (Kyoto 

Encyclopedia of Genes and 

Genome) pathway of necroptosis 

were enriched in SLE with 

differentially expressed genes 

(DEGs) analysis.  

 

IFI44 was identified as an optimal 

SLE diagnostic biomarker with 

validation via quantitative real-time 

PCR (qRT-PCR) performed on 

PBMCs. 

 

This may benefit SLE diagnostics 

and guide the development of novel 

targeted therapy in treating patients. 

 

 

 

 

 

To determine the 

association of 

anti-citrullinated 

peptide antibodies 

 

120 SLE patients with 

arthritis/arthralgia. Clinical 

(medical history, serological 

status, US imaging) and 

 

 

ML methods 

used: logistic 

regression (LR) 

 

Both ACPA and anti-CarP were 

associated with US-detected erosive 

bone damage.  

 



Ceccarelli 

et al. 

(2018)79 

(ACPA) and anti-

carbamylated 

proteins 

antibodies (anti-

CarP) with 

ultrasonography 

(US) diagnosed 

erosive arthritis in 

SLE.  

 

laboratory data obtained from 

PBMCs were used for analysis. 

 

80% of the data was used for 

training the ML algorithms with 

the remaining 20% used as a 

testing dataset.  

 

and decision 

trees. These were 

used together 

with the Forward 

Wrapper method 

for the second 

part of feature 

selection. 

 

This suggests their pathogenic roles 

in the development of erosive 

arthritis, thus reinforcing their 

potential roles as biomarkers for 

bone damage.    

Mechanism 

Studies 

Gao  

et al. 

(2022)80 

To identify shared 

gene signatures 

between SLE and 

primary Sjogren’s 

syndrome (pSS). 

 

Four GEO datasets (three from 

PBMCs, one from WB) were 

used. Total of 91 SLE patients 

with 50 healthy controls, and 41 

pSS patients with 46 healthy 

controls. 

 

Purified leucocytes were also 

explored in three GEO datasets 

consisting B cells, CD4 T cells 

and CD8 T cells. All datasets 

were microarray-based. 

 

PBMCs from 10 SLE and 10 pSS 

patients were used to validate the 

reliability of the DEGs obtained. 

 

The DAVID 

(database for 

annotation, 

visualization and 

integrated 

discovery) 

bioinformatics 

resources were 

used for gene 

ontology (GO) 

and KEGG  

pathway analysis 

of DEGs 

between patients 

and healthy 

controls.  

 

Protein-protein 

interaction (PPI) 

network analysis 

was performed 

 32 shared DEGs were identified 

and found to be enriched in 

biological processes associated with 

the Type I interferon signalling 

pathway, defense response to 

viruses and negative regulation of 

viral genome replication. 

 

This study illustrated that biological 

processes relating to viral infection 

response play important roles in 

both SLE and pSS. 



using the 

STRING (Search 

Tool for the 

Retrieval of 

Interacting 

Genes/Proteins) 

database. 

 

Le  

et al. 

(2018)81 

 

To identify 

transcriptomic 

biomarkers 

associated with 

aberrance of 

lupus-associated 

clusters of 

differentiation 

(CD). 

 

 

Gene expression profiles 

(microarray-based, from GEO 

database) from six studies (five 

from WB and one from PBMCs) 

were utilised.  

 

These included 160 healthy 

controls, 1290 SLE treatment 

naïve patients and 126 SLE 

patients on various treatments. 

 

80% were used for the training 

cohort while 20% for the 

validation cohort during the first 

feature selection stage. 

 

 

An Integrated 

machine learning 

pipeline for 

aberrant 

biomarker 

enrichment (i-

mAB) was used. 

The algorithms 

include: 

MultiSURF-

guided feature 

inclusion, Tree-

based Pipeline 

Optimization 

Tool (TPOT) and 

logistic 

regression. 

 

 

 

The i-mAB pipeline offered an 

insight into CD biology. Firstly, for 

CD22 and CD30, phosphate-

containing compound metabolic 

process, organophosphate metabolic 

process and kinase activity were 

found. For CD20, signals 

comprising tissue development and 

function were identified. 

 

These findings enrich our 

understanding of the molecular 

characteristics of SLE and can be 

further studied to better delineate 

lupus pathogenesis. 

 

 

 

 

Tan 

et al. 

(2022)82 

 

To design a novel 

method to 

diagnose 

 

Proton magnetic resonance 

spectroscopy (1H-MRS) data 

were obtained and standardized 

 

The ML methods 

used: support 

vector machine 

 

The SVM classifier that was 

optimized by feature selection and 

parameter optimization attained 



 

 

Sub-

phenotyping 

neuropsychiatric 

SLE (NPSLE). 

from 23 NPSLE patients and 19 

age-matched healthy controls. 

(SVM), genetic 

algorithm (GA) 

and multi-agent 

reinforcement 

learning 

(MARL).  

94.9% accuracy, 91.3% sensitivity, 

100% specificity and 0.87 cross-

validation score.  

 

This novel method can be 

potentially used for early diagnosis 

of NPSLE for treatment initiation to 

improve clinical outcome.  

 

Adamichou 

et al. 

(2021)83 

To identify 

criteria for early-

stage SLE 

diagnosis. 

Discovery cohort consisting of 

401 adults with SLE and 401 

controls. 

 

Clinically selected panels of 

deconvoluted classification 

criteria and non-criteria features 

were analysed from the discovery 

cohort. 

 

Validation cohort consisting of 

512 SLE patients and 143 

controls. 

The ML methods 

used : Random 

Forests (RF) and 

Least Absolute 

Shrinkage and 

Selection 

Operator-logistic 

regression 

(LASSO-LR). 

They were used 

for feature 

selection and 

model building. 

 

A novel statistical model for SLE 

diagnosis (SLE Risk Probability 

Index) was developed, including 

features that are not part of the 

current diagnostic criteria. The 

model produced SLE risk 

probabilities correlating positively 

with disease severity and organ 

damage, which facilitated 

classification of the validation 

cohort into diagnostic certainty 

levels (unlikely, possible, likely, 

definitive SLE).  

 

Pending validation in prospective 

studies and other cohorts, this new 

diagnostic model may improve early 

diagnosis and treatment of SLE 

patients for improved clinical 

outcome. 

 



Chen  

et al. 

(2021)84 

To identify 

predictors of renal 

flare in lupus 

nephritis (LN). 

 

1694 patients with biopsy-proven 

lupus nephritis were randomly 

split into a ratio of 7:3 with 1186 

patients constituting the 

derivation cohort while 508 

formed the internal validation 

cohort. 

 

The eXtreme Gradient Boosting 

(XGBoost) algorithm was applied 

to the derivation cohort. 

 

The XGBoost 

model was 

developed and 

stepwise Cox 

regression was 

used to develop a 

simplified risk 

score prediction 

model (SRSPM). 

 

 

The XGBoost model was developed 

with 59 variables including clinical, 

immunological and pathological 

parameters. Key variables selected 

by XGBoost were used to develop 

the SRSPM using stepwise Cox 

regression. 

 

Both models yielded good 

predictive performance in the 

validation cohort. The SRSPM 

includes 6 variables: age, anti-

dsDNA titre, hypercellularity at 

baseline, serum albumin and serum 

complement C3 at the point of 

remission. It was able to identify 

significant risk stratification for 

renal flares (p < 0.001) using 

Kaplan-Meier analysis. 

 

Both models are helpful for clinical 

decision-making and can be used for 

individualized management in LN.  

 

Robinson 

et al. 

(2020)85 

 

To delineate the 

immune cell 

profiles of 

patients with 

juvenile-onset 

SLE and explore 

 

67 juvenile-onset SLE patients 

and 39 healthy controls.  

 

ML was applied to the 

immunophenotyping flow 

cytometry data of PBMCs. 

 

Supervised ML 

approaches used: 

balanced random 

forest (BRF), 

sparse partial 

least squares-

 

CD8+ T cells were found to be 

important in driving patient 

stratification while B cell markers 

were equivocal across juvenile-

onset SLE patients. Patients with 

elevated CD8+ effector memory T 



associations with 

disease trajectory 

over time using 

ML. 

discriminant 

analysis (sPLS-

DA) and LR.  

cell frequencies were observed to 

have more persistent active disease 

over time and this was associated 

with increased treatment of 

mycophenolate mofetil and 

prevalence of lupus nephritis. 

 

Patient stratification based on 

disease trajectory can optimize 

treatment choices and enhance the 

design of interventional clinical 

trials. 

 

Kegerreis 

et al. 

(2019)86 

 

To integrate gene 

expression data 

using ML to 

categorize 

patients as having 

active or inactive 

disease with 

standard clinical 

composite 

outcome 

measures. 

 

 

Three GEO WB gene expression 

datasets (microarray-based) and 

three datasets (microarray-based) 

from purified leukocyte 

populations. 

 

Total of 82 active SLE and 74 

inactive SLE WB samples with 

active disease defined as an SLE 

Disease Activity Index 

(SLEDAI) ≥ 6. Classifiers were 

trained on each dataset 

independently and tested in the 

other two datasets.  

 

The ML methods 

used: 

classification 

algorithms, 

including 

generalized 

linear models 

(GLMs) and RF 

classifiers. 

A peak classification accuracy of 

83% was achieved by a RF classifier 

but performance could be affected 

by inter-dataset technical variation.  

 

Subsequent work to fine-tune the 

classification algorithms and 

parameter sets may increase 

accuracy to generate a standalone 

estimate of disease activity. 

 




