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Abstract

This work is mainly concerned about the time-harmonic electromagnetic problems in-

volving moving bodies. Such a formulation is possible when the boundaries between

different moving objects are stationary and the sources involved are time-harmonic.

Even simple media present bianisotropic properties when they are in motion. This

kind of problems find applications in diverse fields. Numerical solution is required

for most of the practical problems. We examined the reliability of finite element

simulator developed for solving such problems. A detailed error analysis was car-

ried out for two dimensional problems involving moving objects by comparing the

numerical solution with a semi analytic solution which is available for a simple test

case. The results were satisfactory for a wide range of parameters. The solution for

the component of the field polarized along that of the incident wave is very robust

and has a quadratic convergence rate with respect to the size of the mesh. This is

the same behaviour as that of the motionless case. The additional cross polarized

component, present because of the bianisotropic effect due to motion is important

for the reconstruction of velocity profiles of moving objects using inverse scattering

techniques. The cross polarized component turns out to be more difficult to approx-

imate and the convergence rate is only linear in the size of the mesh. Also for very

small velocities, this component turns out to be too small and round-off error may

become significant. In spite of this, the solution was found to be reliable for a large

range of velocities and other parameters. The finite element simulator was used to

find solution for three dimensional problems also. A series solution was implemented

for such a problem involving rotating sphere and was used to compare the accuracy

of finite element simulator for this kind of problems. Good agreement was found in

the results. The same simulator was used for some more three dimensional problems

involving bianisotropic materials and the convergence behaviour was observed. Thus

the work is able to establish the reliability of finite element simulator for solving the

interesting problems involving time-harmonic moving objects and other bianisotropic

media.
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Chapter 1

Introduction

The problems in electrodynamics of moving objects are very important in diverse

fields. Some of them are communication engineering, power engineering, plasma

physics, astrophysics, nuclear physics etc...[1]. In communication engineering, the

frequency variation and amplitude modulation resulting from the movement of source

is important. A case where this is of concern is in applications like moving target

detector radars. Power engineers who are involved in the design of rotating machines,

electromagnetic launch pads or magnetically levitated transport system also require

to consider the effect of motion on electromagnetic fields. In plasma physics and

astrophysics, sources moving with relativistic velocities have to be managed.

In this dissertation I present some work done on the time-harmonic electromag-

netic boundary value problems involving moving objects. This is an important sub-

class of the general electromagnetic problems involving moving objects. In particular

we are interested in two dimensional problems involving axially moving cylinders and

three dimensional problems involving rotating axisymmetric objects. They find many

applications in diverse fields. The two dimensional problems involving axially mov-

ing cylinders find applications related to moving plasma columns [2], [3], [4] ionized

meteor trails [5], jet exhausts [6] or mass flows in pneumatic pipes [7]. Recent results

related to inverse scattering problems for reconstructing velocity profiles of moving

objects can be found in [8], [9]. Similarly the three dimensional problems are impor-

tant in the reconstruction of velocity profiles of rotating axisymmetric objects may be

important in the applications related to rotating plasma columns, rotating celestial

bodies etc.. [10], [11], [12].

In some simple cases it is possible to derive analytical or semi-analytical solutions

to these kind of problems [3], [12], [11]. However in most practical problems involv-

ing more complex geometry and electromagnetic characteristics, numerical methods
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are necessary to compute the solution. However there were very little work in the

open literature related to the reliability of such numerical solutions for this kind of

problems. Hence I have carried out some analysis on the accuracy of the numerical

solutions.

In the remaining part of this chapter I give a brief description of the problem,

the results previously available in the literature and the new results obtained and

conclude by discussing the overall structure of the thesis.

1.1 General Description of the Topic

The theory of electrodynamics of moving bodies was developed in the framework

of relativity by Albert Einstein in his revolutionary paper published in 1905 [13],

building upon the work of Maxwell and other scientists before him. An excellent

introduction to the electrodynamics of moving bodies is given in [1]. It is well-known

that Maxwell’s equations remain unaltered in all inertial frames of reference. The

electric field, magnetic field, current density and charge density get transformed ac-

cording to relativistic relationships. The constitutive relations and material boundary

conditions have to be transformed from the rest frame of the body to the laboratory

frame. A moving media, even if it is isotropic in its rest frame will be perceived as

bianisotropic in laboratory frame [14]. The material boundary conditions are also

changed unless the velocity is tangential to the boundary. Further there is doppler

shift due to which frequency of electromagnetic fields from moving media get modified

[1].

In general we have to treat these problems in time domain. But with time-

harmonic sources, when the movement takes place in such a way that the boundaries

among different linear media are stationary, it is possible to work in frequency domain

[1], [14]. The field quantities can be expressed in time-harmonic form and the complex

frequency exponential factor ejωt can be suppressed. Several important problems come

under this category.

There are many practical problems that can be treated in one, two or three dimen-

sions. It may be possible to obtain analytic solution to these problems in very special

cases. But in general, we have to resort to numerical solution . In the flowing section

I discuss the main results already available in the literature. I also briefly discuss the

need for more results which motivates the importance of the present work.
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1.2 Previous Results in Literature

1.2.1 One Dimensional Problems

Some results are already available in the case of one dimensional problems. Electro-

magnetic problems involving moving slabs can often be formulated in one dimension.

This problem can be useful in the analysis of relativistic plasmas with complex media

parameter profiles. Many analytic as well as numerical approaches to this class of

problem are available in the literature [15], [16], [17].

1.2.2 Two Dimensional Problems

Many problems involving axially moving cylinders can be analyzed in two dimen-

sions. Some series solution are available for multilayer elliptic cylinders [18], [19].

For more general problems, numerical methods are necessary. A set of sufficient con-

ditions for the well-posedness and the convergence of finite element approximation

of two-dimensional time-harmonic problems with non-conducting moving media was

provided in [20]. This result is quite general and consist of some non restrictive re-

quirement on domain, its boundary, its subdomains and their boundary conditions

and constitutive parameters. There are a few additional conditions on the consti-

tutive parameters and media involved and of the velocity field, which are met in a

broad class of practical cases of interest involving axially moving media.

In the presence of a time-harmonic illumination, the axial motion of cylinders

determines, in any reference frame in which the media are not at rest, a bianisotropic

effect, which is responsible for the presence of a scattered field having both polariza-

tions: the same as that of the incident field (co-polarized component) and orthogonal

one (cross polarized component).

An important application of problems involving axially moving cylinders is in re-

construction problems. Inverse scattering techniques can be used for the reconstruc-

tion of permittivity and velocity profiles of moving targets. An efficient algorithm for

the solution of these type of problems was developed in [8]. Two different approaches

suitable for different ranges of axial velocities were proposed in this work. At large

relativistic velocities, the general approach is taken in which both permittivity and

velocity profile are treated as unknowns. However, at low velocities a two step ap-

proach is considered. In the first step the permittivity is reconstructed by neglecting

motion, for which only the co-polarized component is considered. Then the recovered

permittivity profile is used in the reconstruction of velocity profile for which the cross-
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polarized component becomes important. The second method is more efficient at low

velocities but is not so accurate at higher velocity. Thus both methods complement

each other.The proposed method was applied and shown to be applicable for a wide

range of speed in [9].

1.2.3 Three Dimensional Problems

A few series solutions for three dimensional problems involving moving objects are

available for some simpler geometries. This include some results related to rotating

cylinders [10], [12] and rotating sphere [21], [11], [22]. In [23], finite element ap-

proach for rotating cylinders is discussed. A result for the well-posedness and finite

element convergence of three dimensional time-harmonic problems involving bian-

isotropic media was proved in [24]. However the application of these results require

strong hypotheses on losses and hence cannot be applied to the cases we are interested

in. General numerical simulator to manage time-harmonic problems with rotating ax-

isymmetric has not been discussed in the literature and hence the reliability of such

a solver is yet to be established.

1.3 New Results obtained

The focus of this thesis is on the two dimensional problems involving axially moving

cylinders and three dimensional problems involving rotating axisymmetric objects.

1.3.1 Axially Moving Cylinders

Error analysis for the time-harmonic electromagnetic problems involving axially mov-

ing cylinders was not available in literature previously. I was involved in the analysis

of performance of finite element simulators used for solving this kind of problems.

This was the first error analysis carried out for finite element solutions of boundary

value problems involving cylinders moving in axial direction [25]. The semi analytic

solution provided in [3] was used to compare the results of the finite element simula-

tion. A detailed analysis was carried out to ensure the reliability and limitations of

the simulator. These results could suggest what can be expected in other cases and

could be considered as benchmarks for any error estimates deduced in future. The

work provides the numerical evidence for the convergence of finite element solution.

The convergence rate of the co-polarized and the cross-polarized components of the

fields are examined. The co-polarized component converges quadratically with the
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size of mesh which is the same rate as that of the solution in motionless case. The

cross-polarized component is found to be converging only linearly with respect to the

mesh size. The limitation of the simulator in giving accurate results for very small

velocities is examined and some practical considerations are provided which can indi-

cate whether the solution is reliable or not. Overall, the results obtained are robust

for very wide range of parameters of the problems and hence the numerical approach

can be applied to wide range of applications.

1.3.2 Rotating Axisymmetric Objects

We have developed the finite element simulator which can solve three dimensional

time-harmonic electromagnetic problems involving rotating axially symmetric ob-

jects. I implemented the analytic solution provided by [11], which was used as a

reference to measure the error in numerical solutions. This was used to carry out

the error analysis of finite element solver developed in our lab [26]. Investigation

was carried out to examine the evidence for the convergence and accuracy of the

finite element simulator for this kind of problems. I was involved in developing the

finite element simulators for axisymmetric rotating objects and in the analysis of the

reliability of these simulators.

1.4 Thesis Overview

In chapter 2, the available literature is described in more detail and the motivation

for the work is expanded. First the description of the electromagnetic fields is pro-

vided in the time domain. The proper relativistic transformations are introduced

which becomes necessary when fast moving objects are involved. Further the time-

harmonic formulation is introduced along with the general constitutive relations and

boundary conditions suitable for these problems. The variational formulation is in-

troduced after that and the well-posedness of the problem is discussed. Following

that the Galerkin and finite element method are described. Chapter 3 is related to

the error analysis of the numerical solution for two dimensional problems involving

non conducting cylinders moving in axial direction. After defining the problem, a test

case is considered for which a series solution is available. The detailed error analysis

is done by varying different parameters involved in the test case. The convergence

of the finite element method is demonstrated. The rate of convergence for the co-

polarized and cross-polarized components are examined. The error is analyzed to find
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the range in which finite element solver is reliable and some indications are provided

so that one can be aware when the simulator starts becoming unreliable. In chapter

4 three dimensional problems involving bianisotropic media are analyzed. The prob-

lems related to rotating axisymmetric objects come under this category. The ability

of the finite element simulator to give accurate solution is examined by comparing

it to analytic solution for the simple problem involving rotating sphere. Further the

convergence of the finite element solution is examined for some other three dimen-

sional problems involving bianisotropic media. Finally in chapter 5 the main results

obtained are summarized. The possibility of extending the work and the directions

for further research in the area are indicated briefly.
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Chapter 2

Background and Methodology

2.1 Introduction

This chapter reviews the major concepts and results related to electromagnetic prob-

lems involving moving bodies. In Section 2.2 some of the basic ideas pertaining to

time domain description of electromagnetic field in the presence of moving bodies is

recalled. In Section 2.3 the frequency domain formulation is introduced and the dif-

ferential formulation of the problem is defined. The discussed form is mostly general

for problems involving bianisotropic media. The variational formulation and some

ideas related to the well-posedness of these problems are discussed in Section 2.4.

Section 2.5 discusses the basic ideas related to Galerkin finite element formulation.

2.2 Time Domain Description

Maxwell’s equations were developed in its full form in the nineteenth century. How-

ever, to deal with the electromagnetic waves in the presence of moving bodies, we

need the theory of special relativity developed in the beginning of twentieth century

[13]. A good introduction to the practical problems which deal with electrodynamics

of moving bodies is given in [1]. In the first part of [13] the author deals with the

kinematics when uniformly moving frames are involved. Accordingly we need to ap-

ply Lorentz transformation between two inertial frames of reference to get the correct

space-time co-ordinates. In the second part of [13], the author turns to Maxwell’s

equations, the Doppler effect and the radiation pressure exerted by the fields. Accord-

ing to the theory, two postulates hold for any two inertial frames. Firstly, the laws of

electrodynamics and optics have the same form in all inertial frames. Secondly, light
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always propagates in empty space with a definite speed c0, independently of the state

of motion of the emitting body.

Consider an open connected domain Ω ⊂ R
3. The following is the time domain

Maxwell’s equation valid throughout Ω

∇× e = −∂b
∂t

− jm

∇× h = ∂e
∂t

+ je

∇ · d = ρe

∇ · b = ρm

(2.1)

where e, h are electric and magnetic fields, d, b are electric and magnetic flux den-

sities, je, jm are electric and magnetic current density sources and ρe, ρm are the

electric and magnetic charge density sources respectively.

From the postulates it follows that the Maxwell’s equations for empty space should

be of the same form in all inertial frames. This then leads to transformation equations

for fields and sources from one inertial frame to another. It is then convenient to solve

the field problem in a frame where finding a solution is simple, and then transform

the result back to the frame of interest.

The transformation laws for the electromagnetic sources and fields can be derived

as given in Van Bladel’s book [1] (pp 950 -953). Let S be the laboratory frame

of reference and S ′ be an inertial frame which is moving with a velocity v whose

magnitude is |v| = βc0 where c0 is the speed of light in vacuum. The transformation

laws for the charge and current source densities can be derived starting from the

equation of conservation of charge in vacuum. This can be done by first applying

the Lorentz equations to transform from rest frame to laboratory frame and then

remembering that the conservation equation should hold in all inertial frames. The

details of this procedure for electric charge density ρe and electric current density je

is given in the book by Van Bladel. The final form of the transformation equations

looks like:-
ρ′e =

ρe√
1−β2

− v·je
c2
0

√
1−β2

ρ′m = ρm√
1−β2

− v·jm
c2
0

√
1−β2

j′e⊥ = je⊥

j′m⊥ = jm⊥

j′e‖ =
je‖√
1−β2

− vρe√
1−β2

j′m‖ =
jm‖√
1−β2

− vρm√
1−β2

(2.2)
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where the subscripts ‖ and ⊥ indicate the components of the vector parallel to

and orthogonal to v respectively.

The electric field e, magnetic field h, electric flux density d and magnetic flux

density b can be transformed in a similar way. We get

e′ = e‖ +
1√
1−β2

(e⊥ + v × b)

b′ = b‖ +
1√
1−β2

(b⊥ − v×e

c2
0

)

d′ = d‖ +
1√
1−β2

(d⊥ + v×h

c2
0

)

h′ = h‖ +
1√
1−β2

(h⊥ − v × d)

(2.3)

The constitutive equations in a moving frame can also be derived [1] (p 958),

when the medium is in uniform translation with respect to the laboratory frame S.

This is done by first finding an inertial frame S ′ where all the points of the medium

are at rest. In such a frame, the traditional constitutive equations for a material

at rest holds. Then using the transformation of fields, it is possible to deduce the

constitutive relation that holds for the frame S. Assuming that we have traditional

constitutive equations for linear isotropic material

d′ = εe′, b′ = µh, j′ = σe′ (2.4)

We get:-

d+ v×h

c2
0

= ε(e+ v × b)

b− v×e

c2
0

= µ(h− v × d)

je = ρev + σ
√

1− β2e‖ +
σ√
1−β2

(e⊥ + v × b).

(2.5)

From the final form of the constitutive relation, it can be seen that the media in

motion exhibits bianisotropic effects even when it is isotropic in its rest frame. This

means that the field vectors d and h depend on both e and b but are parallel to

neither.

Transformation of the boundary conditions on material interfaces can be done in

a similar manner [1] (p. 959). On the interface the traditional condition for the rest

frame S ′ is
n′ × (h′

2 − h′
1) = j′eS

n′ × (e′2 − e′1) = j′mS

n′ · (d′
2 − d′

1) = ρ′eS
n′ · (b′

2 − b′
1) = ρ′mS

(2.6)

where the subscript S denotes the surface density of the source. Transformed to
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the laboratory frame S we get

n× (h2 − h1) + (n · v)(d2 − d1) = jeS

n× (e2 − e1) + (n · v)(b2 − b1) = jmS

n · (d2 − d1) = ρeS

n · (b2 − b1) = ρmS

(2.7)

Here n and n′ are the unit normal vectors to the interface in the respective frames.

An important property of electromagnetic fields in the presence of motion is the

Doppler effect. This is the shift in the frequency of electromagnetic fields due to

motion, which can be deduced by using the proper transformation of fields. Thus in

general, a moving electromagnetic scatterer illuminated by a time-harmonic source of

single frequency could produce scattered field with additional frequencies.

2.3 Frequency Domain Formulation

In general the electromagnetic problems involving moving bodies have to be formu-

lated in time domain. However a frequency domain formulation is possible under

some conditions. This was point out by Cheng and Kong in [14]. It says that a mov-

ing medium can be treated as a stationary bianisotropic one in any reference frame

in which the medium itself is not at rest if we are concerned with solving problems

involving moving media with stationary boundaries. Therefore when the sources are

time-harmonic and the boundaries of moving media are stationary, all the fields in the

media will be time-harmonic and we can formulate the problem in frequency domain.

There are numerous practical problems which can be formulated in frequency

domain. One case includes the problems involving moving dielectric slabs. There are

some results giving analytic solutions to problems of this type [15], [16], [27], [17]. For

example in [17], the authors develop a higher order one dimensional finite element

method for the analysis of electromagnetic wave scattering off of a moving dielectric

slab.

A class of problems involving axially moving cylinders have important applications

in nuclear and plasma physics, astrophysics and engineering. Problems involving

axially moving plasma columns [2], [3], [28], ionized meteor trails [5], jet exhausts [6]

or mass flow in pneumatic pipes [7]. This class of problems can usually be formulated

in two dimensions.

Three dimensional frequency domain problems are also of wide applications. Prob-

lems involving rotating axisymmetric objects come under this category. This kind of
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problems find applications in different areas like in the reconstruction of velocity pro-

files in pneumatic pipes [7] and the measurement of rotational speed of celestial bodies

[11].

Next we try to give a general description of the problem we are interested in solv-

ing. Here we try to state the common hypotheses made for such problems and definite

the problem more precisely. In particular some hypotheses related to the domain, me-

dia involved and the boundary are stated. The formulation in three dimensions are

more explicitly developed in this chapter. The two dimensional formulation is also

mentioned but a more detailed description about it is given in Chapter 3.

Let us consider an open, bounded, connected subset of R3 to be the domain Ω

where the electromagnetic problem of interest is formulated. Let Γ = ∂Ω be its

Lipchitz continuous boundary [29] (p. 4), [30] (pp. 38-39). We denote by n the

outward unit vector normal to Γ. The above hypotheses are summarized below

HD1. Ω ⊂ R
3 is open, bounded and connected

HD2. Γ = ∂Ω is Lipchitz continuous.

Further we assume that Ω can be decomposed into separate subdomains.

HD3. Ω can be decomposed into m subdomains (non empty, open and connected

subsets of Ω having Lipchitz continuous boundaries ) denoting Ωi, i ∈ I = {1, ...,m},
satisfying Ω = Ω1 ∪ ... ∪ Ωm (Ω is the closure of Ω) and Ωi ∩ Ωj = ∅ for i 6= j

HM1. any material involved is linear and time-invariant and satisfies the following

constitutive relations

To link together the time-harmonic quantities E, H, D, B we need the following

constitutive relations

{

D = (1/c0)P E+ LB in Ω

H = M E+ c0QB in Ω
(2.8)

where c0 is the velocity of light in vacuum and L,M ,P and Q are four 3-by-3 matrix-

valued complex functions defined almost everywhere in Ω. This is capable of repre-

senting any bianisotropic medium and hence in particular it is useful for problems of

our interest involving moving media with only stationary boundaries. Equation (2.8)

takes account implicitly of the electric current densities. Other equivalent forms of

the above constitutive equations are possible [31](pp. 49), [32].

Next we assume some local regularity for the constitutive parameters. Different
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inhomogeneous bianisotropic materials will be modelled with this assumption.

HM2. The matrix-valued complex functions representing the effective constitutive

parameters satisfy [29](p.3),[30](p.36):

P |Ωk
∈ (C0(Ωk))

3×3, Q|Ωk
∈ (C0(Ωk))

3×3, L|Ωk
∈ (C0(Ωk))

3×3,M |Ωk
∈ (C0(Ωk))

3×3, ∀k ∈ I

Such hypothesis is in no way restrictive for all applications of interest since the

material properties are just piecewise but not globally continuous.

Before defining the differential problem to be solved, we need to introduce some

more definitions. (L2(Ω))3 is the usual Hilbert space of square integrable vector fields

on Ω with values in C
3 and with scalar product given by (u,v)0,Ω =

∫

Ω
v∗udV , where

v∗ denotes the conjugate transpose of the column vector v. In order to deal with the

tangential vector fields involved in the boundary condition we define [30](p.48)

L2
t (Γ) = {v ∈ (L2(Γ))3|v · n = 0 almost everywhere on Γ}, (2.9)

with scalar product denoted by (u,v0,Γ) =
∫

Γ
v∗udS. The space where we will seek

E and H is [30] (p. 82;see also p. 69)

U = HL2,Γ(curl,Ω) = {v ∈ H(curl,Ω)|v × n ∈ L2
t (Γ)}, (2.10)

with H(curl,Ω) = v ∈ (L2(Ω))3|curlv ∈ (L(Ω))3.

The scalar product in the Hilbert space U is given by [30](p. 84, p. 69)

(u,v)U,Ω = (u,v)0,Ω + (curlu, curlv)0,Ω + (u× n,v × n)0,Γ, (2.11)

and the induced norm is ||u||U,Ω = (u,u)
1/2
U,Ω. The symbol ω represents the angular

frequency, which, without loss of generality for wave problems, is assumed to be real

and positive. Moreover, Je and Jm are the electric and magnetic current densities,

respectively, prescribed by the sources, Y is the scalar complex admittance involved

in impedance boundary condition and fR is the corresponding inhomogeneous term.

Finally, the admittance Y with domain Γ and range C is assumed to satisfy

HB1. Y is piecewise continuous and |Y | is bounded.

Now we can state the electromagnetic boundary value problem involving bian-

isotropic media

Problem 1. Under the hypotheses HD1-HD2, HM1-HM2,HB1, given ω > 0,Je ∈
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(L2(Ω))3,Jm ∈ (L2(Ω))3 and fR ∈ L2
t (Γ), find (E,B,H,D) ∈ U × (L2(Ω))3 × U ×

(L2(Ω))3 satisfying Maxwell’s equations with impedance boundary conditions











∇×H− jωD = Je in Ω

∇× E+ jωB = Jm in Ω

H× n− Y (n× E× n) = fR on Γ.

(2.12)

Note that (2.12)3 with hypothesis HB1 can be used to enforce lowest order ab-

sorbing boundary conditions [33](p. 9), so that the above model can be thought of

an approximation of a radiation or scattering problem, or boundary conditions at

imperfectly conducting surfaces [34](pp. 384-385), so that the above model can be

thought of as a realistic formulation of a cavity problem.

2.4 Variational Formulation andWell-Posedness of

the Problem

In order to solve the boundary value problem described in Problem 1, it is convenient

to use Galerkin finite element method. As a first step to this we can formulate the

problem in a variational form. The appropriate variational form for this problem was

derived in [24]. We state some of the important results here

Any solution of Problem 1 is fully determined by its E component through

B = − 1

jω
Jm − 1

jω
∇× E, (2.13)

H = M E− c0
jω

QJm − c0
jω

Q∇× E (2.14)

and

D =
1

c0
P E− 1

jω
LJm − 1

jω
L∇× E (2.15)

This is easy to see since with ω > 0, from (2.12)2 we can we can deduce (2.13).

Then by substituting this for B in (2.8) gives (2.14) and (2.15).

In [24] the authors go on to derive the variational formulation of Problem 1. This

is

Problem 2. Under the hypotheses H1-H4, given ω > 0, Je ∈ (L2(Ω))3, Jm ∈
(L2(Ω))3 and fR ∈ L2

t (Γ), find E ∈ U such that
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a(E,v) = l(v) ∀v ∈ U (2.16)

where the sesquilinear form a(u,v) is defined by

a(u,v) = c0
(

Q curlu, curlv
)

0,Ω
− ω2

c0

(

P u,v
)

0,Ω

−jω
(

M u, curlv
)

0,Ω
− jω

(

L curlu,v
)

0,Ω

+jω
(

Y (n× u× n),n× v × n
)

0,Γ
, (2.17)

and the antilinear form l(v) if defined by

l(v) = −jω
(

Je,v
)

0,Ω
− c0

(

QJm, curlv
)

0,Ω

+jω
(

LJm,v
)

0,Ω
− jω

(

fR,n× v × n
)

0,Γ
. (2.18)

In [24] the authors were able to prove that Problem 1 and Problem 2 were com-

pletely equivalent and hence the well-posedness of one implies that of the other.

The well-posedness of the problem of interest is very important in order to de-

velop reliable numerical solvers. One main technique to arrive at such results is the

Lax-Milgram lemma [30] (p. 20). This lemma implies that if the sesquilinear form

like in Problem 1 is bounded and coercive and the antilinear form is bounded, then

the solution is well-posed. In [24] the authors make use of this lemma to arrive at

some sufficient conditions for the well-posedness of the above problem. However the

additional hypotheses required to prove the well-posedness with this technique was

too restrictive and requires a strong requirement for losses in this system. This is

very limiting when we want to solve problems involving moving media.

Another effective technique for proving the well-posedness of variational problems

under less restrictive hypotheses is to use the generalized Lax-Milgram lemma [30]

(p. 21), [20]. This requires us to show that the sesquilinear form and the antilinear

form are both continuous and that the sesquilinear form satisfies the following two

conditions

• supu∈U |a(u,v)| > 0 ∀v ∈ U,v 6= 0. This condition is easy to prove once we

prove that the solution to Problem 2 is unique.

• There is a constant α such that infu∈U,||u||U=1 supv∈U,||v||≤1 |a(u,v)| ≥ α > 0.
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This technique was used very effectively in proving the well-posedness of problems

with two dimensional geometry in [20]. The additional hypotheses required were much

less restrictive. The technique has not been applied to the three dimensional problems

till now. Although we are currently working on such an extension, it is not discussed

further since all the details are not finalized.

2.5 Galerkin and Finite Element Approximation

Galerkin’s method is a powerful approach for approximating the solutions of the

variational formulation of second order boundary value problems posed in variational

form over a space U [35]. This method consists in defining similar problems, called

discrete problems, over finite-dimensional subspaces Uh of the space U . A sequence

of approximate solutions can be formed by making the discrete problem closer and

closer to the original problem in some sense. In order to do this we can consider

a sequence {Uh}, h ∈ I, of finite dimensional subspaces of U , where the set I is a

denumerable and bounded set of strictly positive indexes having zero as the only limit

point [35] (p. 112).

For any h ∈ I and for any set of approximate sources Jeh,Jmh ∈ (L2(Ω))3 and

fRh ∈ L2
t (Γ) we define the discrete antilinear form

lh(v) = −jω
(

Jeh,v
)

0,Ω
− c0

(

QJmh, curlv
)

0,Ω

+jω
(

LJmh,v
)

0,Ω
− jω

(

fRh,n× v × n
)

0,Γ
. (2.19)

With this we can write the discrete version of the variational problem. Under the

proper hypotheses on domain, boundary, media and with ω > 0, Jeh, Jmh ∈ (L2(Ω))3

and fRh ∈ L2
t (Γ) we have to find Eh ∈ Uh such that

a(Eh,vh) = lh(vh) ∀vh ∈ Uh (2.20)

It is necessary that the approximation must at least guarantee convergence. The

convergence is defined in terms of sequences of the discrete problems. The solution

sequence of solutions {Eh} should strongly converge in U to the true solution E of

the original variational problem defined in (2.16).

Such a result was arrived at in [20] under non restrictive hypotheses. The extension

of such a result for three dimensional problems is still to be finalized.

Conforming finite element method is a Galerkin method which uses a particular
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way of constructing the finite dimensional space Uh, which are then called finite

element spaces [35].

The construction of finite element spaces is characterized by three basic aspects.

First a triangulation Th is established over the set Ω̄ by subdividing it into a number

of subsets T , such that

• For each T ∈ Th, the set T is closed and its interior T̊ is nonempty and con-

nected.

• For each T ∈ Th, the boundary ∂T is Lipchitz continuous

• Ω̄ =
⋃

T∈Th T

• For each distinct T1, T2 ∈ Th, one has T̊1 ∩ T̊2 = ∅

The second aspect of finite element method is related to a condition on the re-

striction of the finite element space Uh to the sets T ∈ Th. Let us define the finite

dimensional spaces PT = {vh|T ; vh ∈ Uh}, spanned by the restrictions vh|T of the

functions vh ∈ Uh to the sets T ∈ Th. Then it is required that the these spaces

PT , T ∈ Th contain polynomials, or, at least, contain functions that are “close to”

polynomials.

The third aspect of the finite element method is related to the choice of basis

functions for the finite element space Uh. For an Nh dimensional finite element space

Uh, we need to choose the basis functions (wk)
Nh

k=1 which have supports that are as

small as possible. This is to ensure that the matrix in the resulting linear algebraic

system has many zeros, and hence is simpler to solve.

Then by writing the solution Eh =
∑Nh

k=1 αkwk the Galerkin formulation of (2.20)

gives us the following linear algebraic system to be solved

Nh
∑

k=1

a(wk,wm)αk = lh(wm), 1 ≤ m ≤ Nh (2.21)

In our case, with bianisotropic media we may end up with a non-Hermitian com-

plex matrix [A] whose (k,m)th entry is given by 2.21. We can use iterative methods for

the solution of this system as is often done in finite element codes [33](pp. 382, 383,

396-405), [30]. We use different methods like the conjugate gradient on the normal

equation (CGNE), biconjugate gradient method (BiCG) [36] etc.. The convergence of

these solvers become slower when the condition number of the matrix become worse.

Preconditioners help to improve the condition number and hence increase the rate of

convergence. One of the simpler options is to use the Jacobi preconditioner.
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2.6 Conclusions

In this chapter we recalled the basic ideas related to electromagnetic boundary value

problems in the presence of moving media. In the presence of motion the relativistic

transformations are required to be applied to solve electromagnetic problems accu-

rately. The moving media presents bianisotropic behaviour even when the materials

are simple in their rest frame. The frequency domain formulation is possible when

the boundaries of moving media are stationary and the sources are time-harmonic.

The variational formulation was introduced which is more convenient for developing

a Galerkin finite element approximation to the solution of the problem. In addition

the variational formulation is more suitable for the techniques for analyzing the well-

posedness of the problem. We recalled that the well-posedness and the convergence

of the finite element method were already proved in the literature for two dimensional

problems involving axially moving cylinders. However, a result about the error bound

is lacking for two dimensional problems. Hence we try to do a detailed error analysis

in the next chapter to analyze the accuracy of the finite element solution. As for the

three dimensional problems involving rotating axisymmetric objects, similar result

for well-posedness and finite element convergence is not yet finalized. In this context,

we do a basic analysis of the accuracy and convergence of finite element solution for

such problems in Chapter 4.
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Chapter 3

Error Analysis of Finite Element

Solutions for Two Dimensional

Problems Involving Axially

Moving Cylinders

3.1 Introduction

One can consider many important applications involving of electromagnetic waves

interacting with axially moving cylinders. In particular, one can refer to axially

moving plasma columns [2], [3], [4], ionized meteor trails [5], jet exhausts [6] or mass

flows in pneumatic pipes [7].

In most cases of interest, which could involve multiple cylinders having irregular

shapes, inhomogeneous constitutive parameters and non-constant velocity profiles,

numerical methods are required to try to approximate the solutions of interest [37].

Notwithstanding the difficulty related to the presence of materials in motion [1],

[38], [14], determining the appearance of bianisotropic materials in any reference

frame in which the media themselves are not at rest, the first results related to the

well-posedness and the finite element approximability for these problems have been

deduced [20].

When simulators are exploited, the results related to the convergence of numerical

approximations are not the only aspects of practical interest, however. Error estimates

are important, too (particularly, a-priori error estimations), as clearly pointed out in

[39] (p. 114). These estimations were not available so far for two dimensional problems

32



involving moving objects. In particular results are not available for problems involving

axially moving cylinders, like the ones of interest in this chapter.

Then, in order to understand what can be expected in practice, we have to perform

numerical experiments. Unfortunately, in the presence of axially moving cylinders no

numerical analysis seems to be available. This is the reason why, in this chapter,

we present a lot of numerical results. They could suggest what can be expected in

other cases and could be considered as benchmarks for any error estimate the research

community will be able to deduce.

All numerical results which will be presented refer to a simple problem involving

a moving cylinder. For such a problem an independent truncated-series solution can

be found [3] (see also [40]). In this way we can evaluate the accuracy of our finite

element approximations in terms of absolute and relative errors. The effects of all

parameters involved in the definition of the simple problem of reference are studied.

As it has already been pointed out, in the presence of a time-harmonic illumi-

nation, the axial motion of cylinders determines, in any reference frame in which

the media are not at rest, a bianisotropic effect and this, in turn, is responsible for

the presence of a scattered field having both polarizations: the same as that of the

incident field and the orthogonal one. For the co-polarized component of the field

the outcome is absolutely stable. The errors for this component are, in particular,

almost independent of the axial velocity and, then, assume almost the same values

we get in the presence of motionless media. For the cross-polarized scattered wave

the relative errors are very stable, as well, even though it is a-priori known that the

previous results cannot be duplicated in this case, due to the fact that this compo-

nent of the scattered field is known to go uniformly to zero as the axial speed of the

scatterers becomes smaller and smaller [8]. Anyway, the errors on this component

of the scattered field are indeed stable for a huge range of axial velocity values. By

using double precision arithmetic this range can span nine or even more decades, so

allowing the use of finite element simulators for velocities varying from a few cen-

timeters per second to many thousands of kilometers per second. That means that

the considered finite element method can be reliably used for a set of applications

ranging from astrophysics to medicine.

In the chapter we examine the behavior of the error in the co-polarized and cross-

polarized components of the field. The results of numerical experiments indicate that

the co-polarized component follows quadratic convergence, same as that in the mo-

tionless case. On the other hand the results show that the cross-polarized component

has linear convergence. However at low values of axial speed we expect that the
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round-off error becomes more and more significant, degrading the accuracy of the

cross-polarized component. This is because the co-polarized component remains of

the same order while the cross-polarized component goes to zero with decreasing ve-

locity. When the ratio of the norm of cross-polarized component to the co-polarized

component becomes too large, the result becomes less reliable. Hence this number

can be used as a general indicator for checking if the results of the simulation are

reliable or not.

The results show, in addition to the previously mentioned applications, that the

indicated simulator can be exploited as a reliable solver of forward scattering problems

in imaging procedures aiming at the reconstruction of axial velocity profiles [8],[9] and

this, by the way, was the initial motivation for our study.

The chapter is organized as follows. In Section 3.2 the mathematical formulation

of the problems of interest is recalled together with some of the results available in

the open literature. Some new considerations on the properties of the finite element

matrices in the presence of moving media are provided in Section 3.3. In order to

carry out the error analysis of interest, the definition of a test case is necessary. This

is done in Section 3.4, where, in addition, a complete set of relevant absolute and

relative errors is defined. The main section of the manuscript, dealing with the error

analysis, is Section 3.5. Finally, the chapter is concluded by summarizing the main

outcomes.

3.2 Mathematical formulation of the problem

The electromagnetic problems of interest in this chapter are those in which axially

moving cylinders (having parallel axes) are illuminated by a time-harmonic source or

field. This class of problems has been studied in [20] and we refer to that paper for

the definition of all details. Here we recall just the main points to let the readers

understand the developments which will be presented in the next sections.

All our problems will present a cylindrical geometry and we denote by z the axis

of such a geometry. The time-harmonic sources and the inhomogeneous admittance

boundary conditions involved are assumed to be independent of z, too, so that our

problems can be formulated in a two-dimensional domain Ω contained in the (x, y)

plane. Γ denotes the boundary of Ω. n and l are the unit vectors orthogonal (pointing

outward) and tangential to Γ, respectively. We have n× l = ẑ.

The media involved in our problems can move in the axial direction with respect

to the chosen reference frame. In such a frame a velocity field vz, assumed to be
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time-invariant, is naturally defined, even though we will often refer to it in terms of

the usual [41] (p. 525) real-valued normalized field β = vz
c0
, being c0 the speed of

light in vacuum. Different linear, time-invariant and inhomogeneous materials can be

modelled in our problems. Ωβ will denote the subdomain of Ω containing all media

in motion.

Under the indicated conditions all fields in all media will be time-harmonic, as

the considered sources, and a factor ejωt, common to all fields of interest, is assumed

and suppressed.

Any material involved is isotropic in its rest frame and is there characterized by its

relative permittivity εr, its relative permeability µr and its electric conductivity σ. In

the following, any reference to εr, µr or σ of a moving medium should be interpreted

as a reference to the corresponding quantity when the medium is at rest. All moving

media will be considered in any case to have σ = 0 (in order to avoid the difficulties

related to the convective currents which could also become surface electric currents

and to avoid difficulty related to the no-slip condition which, ultimately, prevents the

possibility of using pure two-dimensional models [20]).

By using the subscript “t” to denote the field quantities transverse to the z direc-

tion, the constitutive relations for the media in motion are [20]:

Dt =
1 + µrεr − ζ1

c20µ0µr

Et +
ζ2

c0µ0µr

ẑ×Bt, (3.1)

Dz = ε0εrEz, (3.2)

Ht =
ζ1

µ0µr

Bt +
ζ2

c0µ0µr

ẑ× Et, (3.3)

Hz =
1

µ0µr

Bz, (3.4)

where

ζ1 =
1− µrεrβ

2

1− β2
, (3.5)

ζ2 =
β(µrεr − 1)

1− β2
. (3.6)

In order to be able to define the problems of interest and to talk of their fi-

nite element approximations, it is necessary to introduce some additional notations.

(L2(Ω))n is the usual Hilbert space of square integrable vector fields on Ω with values

in C
n, n = 2, 3, and with scalar product given by (u,v)0,Ω =

∫

Ω
v∗u dS, where v∗ de-

notes the conjugate transpose of the column vector v. For a given three-dimensional
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complex-valued vector field A = (Ax, Ay, Az) ∈ (L2(Ω))3 we consider the operators

curl2D and grad2D, defined according to

curl2DAt =
∂Ay

∂x
− ∂Ax

∂y
, (3.7)

grad2DAz =

(

∂Az

∂x
,
∂Az

∂y

)

. (3.8)

The transverse parts of the electric and magnetic fields will be in the Hilbert space

U2D =
{

At ∈ (L2(Ω))2 | curl2DAt ∈ L2(Ω) and At · l ∈ L2(Γ)
}

, (3.9)

whose inner product is given by

(ut,vt)U2D
= (ut,vt)0,Ω + (curl2Dut, curl2Dvt)0,Ω + (ut · l,vt · l)0,Γ. (3.10)

The axial components of the same fields are in the Hilbert space

H1(Ω) =
{

Az ∈ L2(Ω) | grad2DAz ∈ (L2(Ω))2
}

, (3.11)

whose inner product is

(uz, vz)1,Ω = (uz, vz)0,Ω + (grad2Duz, grad2Dvz)0,Ω. (3.12)

γ0uz will denote the boundary values of uz ∈ H1(Ω) on Γ.

Overall the electric and magnetic fields are in the Hilbert space

U = U2D ×H1(Ω) (3.13)

with inner product given by

(u,v)U = (ut,vt)U2D
+ (uz, vz)1,Ω. (3.14)

‖ ‖U will denote the corresponding norm. The norms of the different spaces so far

introduced will be of particular interest in establishing the accuracy of the results of

the finite element simulator considered.

With the indicated notation, the electromagnetic boundary value problem we

consider in this chapter is: given ω > 0, the electric and magnetic current densities

Je,Jm ∈ (L2(Ω))3, the boundary data fRz, fRl ∈ L2(Γ), find (E,B,H,D) ∈ U ×
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(L2(Ω))3 × U × (L2(Ω))3 which satisfies











































curl2DHt − jωDz = Jez in Ω

grad2DHz × ẑ− jωDt = Jet in Ω

curl2DEt + jωBz = −Jmz in Ω

grad2DEz × ẑ+ jωBt = −Jmt in Ω

Ht · l+ Y (γ0Ez) = −fRz on Γ

γ0Hz − Y (Et · l) = fRl on Γ

(3.15)

and the constitutive relations (3.1), (3.2), (3.3) and (3.4).

After some work [20], one can deduce the equivalent variational formulation: given

ω > 0, Je,Jm ∈ (L2(Ω))3, fRz, fRl ∈ L2(Γ), find E ∈ U such that

a(E,w) = l(w) ∀w ∈ U, (3.16)

where a is the following sesquilinear form

a(u,w) =

(

ζ1
µr

grad2Duz, grad2Dwz

)

0,Ω

+

(

1

µr

curl2Dut, curl2Dwt

)

0,Ω

+

+j
ω

c0

(

ζ2
µr

ut, grad2Dwz

)

0,Ω

− j
ω

c0

(

ζ2
µr

grad2Duz,wt

)

0,Ω

+

−ω2

c20
(εr uz, wz)0,Ω − ω2

c20

(

1 + εrµr − ζ1
µr

ut,wt

)

0,Ω

+

+jωµ0 (Y (γ0uz) , γ0wz)0,Γ + jωµ0 (Y (ut · l) ,wt · l)0,Γ (3.17)

for all u,w ∈ U and l is the following antilinear form

l(w) = −jωµ0 (Jez, wz)0,Ω −
(

ζ1
µr

ẑ× Jmt, grad2Dwz

)

0,Ω

− jωµ0 (fRz, γ0wz)0,Γ +

−
(

1

µr

Jmz, curl2Dwt

)

0,Ω

− jωµ0 (Jet,wt)0,Ω + j
ω

c0

(

ζ2
µr

ẑ× Jmt,wt

)

0,Ω

+

−jωµ0 (fRl,wt · l)0,Γ (3.18)

for all w ∈ U .

The reader can notice that, whenever β = 0 everywhere in Ω (which implies ζ2 = 0

in Ω), the problem splits into two disjoint problems, one for the axial component Ez,

the other for the transverse part Et. These two disjoint problems are the traditional,

two-dimensional variational problems, formulated in terms of Ez or Et, in the presence

of motionless isotropic media.
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In [20] it was shown that under some non-restrictive hypotheses any electromag-

netic problem of the class considered is well-posed. In particular, for any problem of

interest we can find a unique solution (E,B,H,D) belonging to U × (L2(Ω))3 ×U ×
(L2(Ω))3 and depending continuously on Je,Jm ∈ (L2(Ω))3 and on fRz, fRl ∈ L2(Γ).

It is worth mentioning that, due to the bianisotropic behaviour of the media in motion,

all unknown fields will have, in general, all three components, even if the scatterers

are illuminated by simple fields.

3.3 Finite element approximation

Under some additional assumptions, in [20] we also found that a finite element

method, based on the above variational formulation and exploiting a first-order La-

grangian approximation for the axial component and a first-order edge element ap-

proximation for the transverse part, determines (Eh,Bh,Hh,Dh) ∈ Uh × (L2(Ω))3 ×
(L2(Ω))3 × (L2(Ω))3 which converges, as h goes to zero, to (E,B,H,D) in U ×
(L2(Ω))3 × (L2(Ω))3 × (L2(Ω))3. In the previous statement Uh is the finite dimen-

sional subspace of U generated by the indicated elements (first-order Lagrangian and

first-order edge elements) for a specific triangulation of Ω and h denotes, as usual,

the maximum diameter of all elements of the triangulation [39] (p. 131).

In [20] no specific considerations related to the implementation of finite element

codes were provided. These considerations could be useful for our next developments

and, for this reason, we present here the main points. Suppose that for any mesh

adopted, fixing a given Uh, we order the degrees of freedom by placing those related to

Ehz, [ez] ∈ C
nn, in the first part of the vector [e] ∈ C

nn+ne of the unknowns while those

related to Eht, [et] ∈ C
ne, are in its second and last part. In the previous formulas,

nn (respectively, ne) refers to the number of nodes (respectively, edges) of the mesh

considered. With this convention, by firstly considering the nn test functions like

wh = (0, 0, whz) and, then, the ne test functions like wh = wht, one can easily deduce

that the general form of the final matrix equation obtained from (3.16), (3.17) and

(3.18), with E, u, w and U replaced, respectively, by Eh, uh wh and Uh, is

[A][e] = [l], (3.19)

where the entries of [l] ∈ C
nn+ne are given by l(wh), for all test functions considered.

The order for its entries is given by the order considered for the test functions and,

in analogy to the decomposition of [e] in terms of [ez] and [et], we get [lz] ∈ C
nn, in
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the first part of [l] and [lt] ∈ C
ne in the second and last one. [A] is given by

[A] =

[

[Azz] [Azt]

[Atz] [Att]

]

. (3.20)

In this formula, [Azz], [Azt], [Atz] and [Att] are complex matrices whose entries are

deduced directly from (3.17)

[Azz]ij =

(

ζ1
µr

grad2Dwhzj, grad2Dwhzi

)

0,Ω

− ω2

c20
(εr whzj, whzi)0,Ω +

+jωµ0 (Y (γ0whzj) , γ0whzi)0,Γ , i, j ∈ 1, . . . , nn, (3.21)

[Azt]ij = j
ω

c0

(

ζ2
µr

whtj, grad2Dwhzi

)

0,Ω

,

i ∈ 1, . . . , nn, j ∈ 1, . . . , ne, (3.22)

[Atz]ij = −j
ω

c0

(

ζ2
µr

grad2Dwhzj,whti

)

0,Ω

,

i ∈ 1, . . . , ne, j ∈ 1, . . . , nn, (3.23)

[Att]ij =

(

1

µr

curl2Duhtj, curl2Dwhti

)

0,Ω

− ω2

c20

(

1 + εrµr − ζ1
µr

whtj,whti

)

0,Ω

+

+jωµ0 (Y (whtj · l) ,whti · l)0,Γ , i, j ∈ 1, . . . , ne. (3.24)

In this case, too, whenever β = 0 everywhere in Ω, the two matrices [Azt] and [Atz]

become trivial and the discrete problem splits into two disjoint parts: one for [ez],

the other for [et]. These are the classical two-dimensional problems for TM and TE

polarized fields, respectively, in the presence of motionless media.

It is important to note that the second and third addends in the right-hand side

of (3.21) are independent of β. The same is true for the first and third addends in the

right-hand side of (3.24). Taking account of (3.6) one easily deduces that, for small

values of the maximum of β, ζ2 ≃ β(µrεr − 1) and all entries of [Azt] and [Atz] have

magnitudes which are smaller or equal to numbers proportional to the maximum of

β, under the same conditions. Finally, the addends of the right-hand sides of (3.21)

and (3.24) which depend on β, again for small values of the maximum of β|, involve
ζ1 ≃ 1 + (1− µrεr)β

2 and 1 + εrµr − ζ1 ≃ εrµr − (1− µrεr)β
2. Thus, the considered
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quantities are only slightly affected by the motion, if the maximum of β is small.

In order to solve the algebraic linear system (3.19) several algorithms can be

adopted. Among these, we consider iterative solvers, which are very popular for the

solution of linear systems arising in finite element simulations [33] (pp. 382, 383,

396-405), [30] (p. 334). The stopping criteria we adopt in all cases, which defines

when the iterative solution has reached convergence, is “criterion 2” of [36] (p. 60).

For the reader convenience we recall that this criterion requires at the beginning the

calculation of the Euclidean norm ‖[l]‖ of [l]. At iteration i the approximate solution

[e]i determines an error ‖[A][e]i − [l]‖. The iterative process is stopped when the

condition ‖[A][e]i− [l]‖ < δ‖[l]‖ is satisfied, where δ is the so-called residual. Usually,

δ is a small value in the range [10−12, 10−9] when double precision arithmetic is used

[36] (pp. 58-60).

If we assume TM polarized plane wave as the incident wave, then as the maximum

value of β goes to zero, the Euclidean norm of components of [et] goes to zero where

as that of components of [ez] goes to the non zero value in the motionless problem.

Hence the loss of number of significant digits due to round-off errors become large for

the transverse components. Since for low values of β, ||[et]|| becomes proportional to

β and ||[ez]|| remains almost constant, the ratio ||[et]||
||[ez ]|| becomes proportional to β as

well. We know that ||∆[e]||
||[e]|| ≤ KA∆roundoff . Here ∆[e] is the error in the solution due to

round-off, KA the condition number of matrix [A]. ∆roundoff =
(

||∆[A]||
[A]|| + ||∆[l]||

||[l]|| + δ
)

,

where ∆[A] and ∆[l] denote change in [A] and [l] due to round-off. Now assuming

that the round-off errors are uniformly distributed across the elements of [e], it is easy

to deduce that ||∆[et]||
||[et]|| ≤ nn+ne

ne
||[e]||
||[et]||KA∆roundoff . At low values of β we can consider

||[e]|| ≈ ||[ez]|| and that ∆roundoff ≈ δ. Thus we can write

||∆[et]||
||[et]||

≤ nn+ ne

ne

||[ez]||
||[et]||

KAδ. (3.25)

Thus it can be seen that the residual error on the transverse component can be

magnified by a factor of nn+ne
ne

||[ez ]||
||[et]||KA for small β values. If the maximum allowable

error is δmax, then it needs to be ensured that nn+ne
ne

||[ez ]||
||[et]|| ≤

δmax

KAδ
.

3.4 Definition of a test case and of the relevant

errors

In order to deduce some results on the accuracy of finite element solutions in the

presence of axially moving cylinders we need to consider simple problems which allow
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z axis

x axis

y axis

R

vz = c0β

εr
µr = 1

Einc
z = E0e

j2πf
√
µ0ε0y

Figure 3.1: The configuration of axially moving homogeneous cylinder considered as
test problem. The radius of the cylinder is R and the axial velocity is vz = c0β. The
cylinder characterized by the permittivity εr and permeability µr = 1. The incident
field is impinging orthogonally on the cylinder.
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the calculation of the fields of interest with other reliable tools. For this reason we

consider single canonical cylinders moving in the axial direction. Analogous studies

have been performed under the same type of simplifying assumptions related to the

inhomogeneity of the media involved, the particular shapes of the scatterers or the

illuminating field (see, for example, [30] (p. 188) or [42]). For this reason, we consider

the case of a circular cylinder hosted in vacuum and illuminated by a uniform plane

wave as indicated in Figure 3.1. In particular, the cylinder axis is assumed to be

the z axis and the cylinder cross-section will have a radius R ≤ 0.2 m. The medium

inside the cylinder is assumed to be homogeneous and, in its rest frame, isotropic

and not dispersive. It will be characterized by µr = 1. We assume that such a

medium is in uniform motion along the z axis. Finally, we will consider a TM-

polarized incident plane wave impinging orthogonally on the cylinder and defined by

Einc
z = E0e

j2πf
√
µ0ε0y, being the frequency always equal to 1 GHz except for one case

when f = 500 MHz will be considered. The choice of the simple canonical problem

just described was motivated not only by the possibility of finding semi-analytic

solutions by using other tools, but also by the possible application of this study to

the reconstruction of β profiles, as it will be explained later on. In the following we

will consider several different values for the normalized axial speed β of the cylinder,

for its relative permittivity εr (in its rest frame) and for its radius R.

For problems of this class an efficient semi-analytically procedure, able to compute

very good approximations of their solutions was proposed by Yeh [3] (see also Remark

5 of [40]).

The scattering problems just defined are numerically studied by using a finite el-

ement simulator based on the considerations reported in the previous section. The

domain of numerical investigation we have adopted is in any case a polygon approx-

imating a circle in the (x, y) plane, whose center is at the origin and whose radius is

equal to 0.4 m. Such a numerical domain is discretized by using several meshes. In

particular, all these meshes are obtained by using n concentric circles and, starting

from the center, the innermost circle is divided into 6 segments, the next one in 12

and so on. The domain is thus divided almost uniformly into 6n2 triangles, with

1+ 3n+3n2 nodes, 3n+9n2 edges and 6n boundary edges. An example of one mesh

of this type is shown in Figure 3.2. In the following n will be equal to 20, 40, 80,

120, 160 or 200. Correspondingly, we will get a mesh characterized, respectively, by h

equal to 0.0285874, 0.0143858, 0.00721629, 0.00481608, 0.00361402 or 0.00289216 m,

with, respectively, 1261, 4921, 19441, 43561, 77281, 120601 nodes, 2400, 9600, 38400,

86400, 153600, 240000 elements, 3660, 14520, 57840, 129960, 230880, 360600 edges,
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and 120, 240, 480, 720, 960, 1200 boundary edges. These details are summarized in

Table 3.1. All the indicated values of n can be used to discretize scatterers whose

radius R is a multiple of 2 cm (respectively, 1 cm if we avoid using n = 20).

Figure 3.2: An example of discretization of the cylindrical numerical domain Ω ob-
tained by using n = 6.

It is very important to point out that, in order to keep the analysis as simple as

possible, we avoided considering meshes made up of curved triangles. This means,

in particular, that, since the scatterer cross-section is not a polygon, in all our sim-

ulation we suffer from a kind of non-conformity [39] (p. 209). As a matter of fact,

the scatterer has not the shape of the numerical scatterer and, moreover, the domain

of numerical investigation and the numerical scatterer itself change their shapes for
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n h (m) number of number of number of number of
nodes elements edges boundary edges

20 0.0285874 1261 2400 3660 120
40 0.0143858 4921 9600 14520 240
80 0.00721629 19441 38400 57840 480
120 0.00481608 43561 86400 129960 720
160 0.00361402 77281 153600 230880 960
200 0.00289216 120601 240000 360600 1200

Table 3.1: Details about meshes obtained for different values of n.

different values of n. By the same token, we adopted the semi-analytic procedure de-

fined by Yeh [3] (the series are truncated after the first 60 terms for these calculations)

to compute the piecewise constant data fRzh and fRlh enforcing the inhomogeneous

terms in the admittance boundary conditions considered on Γ for the discretized prob-

lem (the admittance Y is set to Y0 =
√

ε0
µ0

in any case). In this way, we get another

violation of conformity, according to [39] (p. 183). The reader should note that these

violations of conformity were not considered in [20] and formally the convergence re-

sults we deduced there could not be applied. In the following, however, according to

a well established approach, we neglect this technical problem and assume that our

convergence results do apply to the cases considered. The numerical results we will

show provide a heuristic proof of this statement.

An evaluation of the numerical errors of the finite element solutions could now be

performed. However, we introduce an additional simplification which allows us to find

good estimates of the errors by exploiting finite element calculations. In particular,

we will call Ez,h,analytic and Hz,h,analytic the first-order Lagrangian element expansions

which are deduced by evaluating their degrees of freedom with the semi-analytic

procedure proposed by Yeh [3]. Analogously, Et,h,analytic will refer to the first-order

edge element expansion which is deduced by evaluating its degrees of freedom with

Yeh’s procedure. In the above three calculations the series involved in Yeh’s procedure

are truncated after the first 40 terms. The reader should observe thatHz,h,analytic is not

related to Et,h,analytic by the usual Maxwell’s curl equation (while Hhz is, by definition,

equal to − 1
jωµ0µr

curl2DEht; see equation (3.3) and the considerations below Theorem

5.3 at the end of Section 5 of [20]). As a matter of fact, it is very well-known that the

curl of a first-order edge element field is piecewise constant while Hz,h,analytic is, as it

has already been pointed out, a first-order Lagrangian element field. The decision to

consider Hz,h,analytic and Et,h,analytic not related by the usual Maxwell’s curl equation

was made for the possible application of our results to inverse problem techniques
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aiming at the reconstruction of β profile, as it will be further clarified later on.

The previous definitions allow us to introduce a set of (estimates of) absolute

errors on Ez, Et and Hz by using different relevant norms or seminorms. Thus we

have

ez,a,l2 = ‖Ez,h,analytic − Ehz‖0,Ω, (3.26)

ez,a,h1 = ‖Ez,h,analytic − Ehz‖1,Ω, (3.27)

ez,a,semi = ‖grad2DEz,h,analytic − grad2DEhz‖0,Ω, (3.28)

et,a,l2 = ‖Et,h,analytic − Eht‖0,Ω, (3.29)

et,a,Γ = ‖(Et,h,analytic − Eht) · l‖0,Γ, (3.30)

ea,hz = ‖Hz,h,analytic −Hhz‖0,Ω. (3.31)

In the presence of a constant relative permeability ea,hz can be considered as an

estimate of 1
ωµ0µr

et,a,semi, where

et,a,semi = ‖curl2DEt,h,analytic − curl2DEht‖0,Ω, (3.32)

so that we can also consider

et,a,u2d =
√

e2t,a,l2 + e2t,a,Γ + e2t,a,semi (3.33)

as an estimate of the U2D norm error.

Relative errors are important, too, especially for the problems of interest, due to

the huge variation of some of the quantities involved. For this reason, we consider

the following relative errors, ez,r,l2, ez,r,h1, ez,r,semi, et,r,l2, et,r,Γ and er,hz, which are

defined by dividing the corresponding absolute error by the norm of the “analytic”

part involved in the definition of the absolute error itself. Once more, under the

indicated condition, er,hz can be considered as an estimate of et,r,semi.

For the TM-polarized incident field considered, it is important to emphasize that,

for a motionless cylinder, the solution presents Et = 0. Moreover, for small values

of |β| it is known that ‖Et‖U2D
is small [8]. Thus, all relative errors related to the

transverse part of the electric field (that is, et,r,l2, et,r,Γ, er,hz, et,r,semi) are expected

to become larger and larger as |β| goes to zero. At the same time, it could be

important to analyze the behaviours of these errors, especially under the indicated

conditions, because, on the one hand, good electromagnetic imagining techniques,

able to recover the profile of the axial speed, exploits only, for the indicated incident
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polarization, data related to Hz = j
ωµ0

curl2DEt [8]. On the other hand, the finite

element method we are studying can be exploited to provide approximate values of

Hz at the measurement points for any trial solution for the β profile considered by

the inverse procedure itself [8].

For this reason, in the next section, a part of our numerical analysis will be devoted

to considerations related to the reliability of finite element solutions in terms of Hz

and, in particular, of ea,hz and er,hz. This part of the analysis was, actually, the initial

motivation for this study.

Remark 1. In many applications the reconstruction of the profiles of εr and β are of

interest [7]. For the indicated polarization of the incident field, the axial component

of the electric field is the most important quantity for the reconstruction of εr while

the axial component of the magnetic field is crucial for the reconstruction of β [8]. In

particular, under some non-restrictive hypotheses, the reconstruction of εr can be car-

ried out neglecting any movement and by using data related to Ez only. The estimated

εr is then adopted as an input data for the reconstruction of the axial speed profile.

For the indicated reasons, a finite element code based on a formulation expressed in

terms of E was considered. In our previous considerations we focused in particular

on the generation of reliable data for the second step of the reconstruction process,

devoted to the estimate of the β profile, simply because the reconstruction algorithms

adopted for determining εr have been studied for decades [43] while those adopted to

recover β are not so standard in the framework of microwave imaging techniques.

Remark 2. er,hz could also be referred to a proper subdomain Ωm of Ω. We could

use er,hz,Ωm
as an alternative symbol in this case. The subdomain can also be of

zero measure (e. g., made up of curves or points) because the involved quantities

(Hz,h,analytic and Hhz) are continuous in Ω. However, in this case we have to change

the norm in the definition of the error (the L2(Ω) norm is not meaningful anymore).

The results provided in [20] can be applied to the problems here considered if

some conditions involving εr and β are satisfied (see, in particular, Section 7 of [20]).

In particular, in order to show some examples we can say that in the presence of

a cylinder having εr = 2 the problem is well-posed and the convergence of finite

element approximations is guaranteed (neglecting the conformity violations already

pointed out) whenever |β| ≤ 0.264308. For other cylinder media, for example when

εr = 1.1 or εr = 8, the upper bounds for |β| are 0.777053 or 0.0826784, respectively.

The reader should notice that the corresponding upper bounds for the axial speed

values are really impressive (equal to ≃ 232954629 m/s when εr = 1.1, ≃ 79237545
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m/s when εr = 2.0 and ≃ 24786361 m/s when εr = 8.0) and that they are not

much smaller than the values of the speed of light in the media considered (given by
1√
1.1

≃ 0.953463, 1√
2
≃ 0.707107 and 1√

8
= 1

2
√
2
≃ 0.353355, respectively).

3.5 Numerical results

As was already pointed out, for the defined test case we consider several values of εr,

β, R and n. The effects of these parameters on the errors related to Ez, Et and Hz

are studied. In particular, the results related to Ez are shown in the first subsection

while in the second one we provide considerations on the errors on Et and Hz. From

these two sub-sections we establish accuracy of the numerical simulations and the

convergence behaviour of the components. In the third subsection, we provide the

problematic cases where accuracy of the results related to Et and Hz start dropping.

This is due to the finite precision of the calculations which start to accumulate round-

off errors when the bi-anisotropic effect is too weak to give significant cross-polarized

component.

3.5.1 Numerical results related to Ez

The first results on Ez we show are all related to cases involving cylinders character-

ized by εr = 2 and R = 0.2 m. In particular, in Figure 3.3 we report the absolute

errors related to the axial component of the electric field, ez,a,h1, ez,a,l2 and ez,a,semi,

versus h for two values of β: β = 0 and β = 0.25. As the reader can easily check,

it is not possible to distinguish the results of the β = 0 case from those obtained

when β = 0.25. Many other simulations have been performed, for β = 5 10−m,

m = 1, . . . , 15. These additional results are not reported in Figure 3.3 because the

plots would be the same as those already shown. In the figure two plots proportional

to h and h2 are provided, too, in order to be able to determine the rate of convergence

of the results as functions of h.

As it was pointed out in Section 3.3 the results for the β = 0 case can be obtained

by using a traditional two-dimensional finite element algorithm based on first-order

Lagrangian elements (dealing with isotropic media at rest). There is nothing new in

the results shown for this case, as it is very well-known [33]; we can simply observe

that the absolute errors related to Ez behave like h2 and that ez,a,semi is much larger

than ez,a,l2 so determining almost completely ez,a,h1.

The results corresponding to β = 0.25 (determining a huge axial speed of 74948114.5
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Figure 3.3: Behaviour of ez,a,h1, ez,a,l2 and ez,a,semi versus h, when the cylinder is at
rest or moves with β = 0.25. The cylinder is assumed to have R = 0.2 m and to be
made up of a material having εr = 2 at rest. Two plots proportional to h and h2 are
provided, too.

m/s) show that the finite element capability of approximating the axial component

of the true solution is the same as in the case all media are at rest. In particular, the

convergence rate remains quadratic and, taking account of all simulations performed,

we can say that this property is completely independent of β. For the same reason,

no figure related to the relative errors on Ez is provided.

It could be interesting to observe that β = 0.25 is close to the upper bound for β

reported in Section 3.4 and has a significant effect on Ez. This can be seen in Figure

3.4 and 3.5. We observe that, for example, Re(Ehz) = −0.0549 V/m at the origin in

the β = 0 case while Re(Ehz) = −0.132 V/m at the same point when β = 0.25. Both

values are obtained by using a mesh with n = 320.

The previous considerations on the independence of the accuracy of the Ez results

from the value of β seem to be correct even when the other parameters are changed.

For example, if we consider εr = 1.1 or εr = 8 we get the relative errors shown in

Figure 3.6. The reader can easily observe that the error behaviour in both cases does
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Figure 3.4: Values of Ehz along x axis for β = 0 and β = 0.25. Real, Imaginary and
absolute values of Ehz are shown for both cases. The results were obtained for εr = 2,
R = 0.2 m, f = 1 GHz and n = 320.

not depend on β and that the convergence rate remains O(h2). However, for any

given mesh, the relative errors on Ez are larger for εr = 8 than for εr = 1.1, due to

the reduction of the wavelength in the scatterer by a factor approximately equal to

2
√
2. This effect is very well-known and does not require any additional comment

[33], [30] (p. 344).

Changes on R are considered, too, but the conclusion for the errors on Ez remains

unaltered. When εr = 2 and R = 0.02 m we get, by using a mesh with n = 320,

ez,r,h1 = 0.269 10−3 if β = 0 and ez,r,h1 = 0.270 10−3 if β = 0.25. The corresponding

quantities obtained when εr = 2 and R = 0.2 m (with the same mesh) are ez,r,h1 =

0.557 10−3 if β = 0 and ez,r,h1 = 0.563 10−3 if β = 0.25.

Overall we can say that the finite element approximation of Ez, in the presence

of axially moving cylinders illuminated by TM-polarized incident plane waves, is as

satisfactory as in the presence of motionless scatterers, independently of all values of

the parameters considered.

49



-2

-1

 0

 1

 2

-0.4 -0.3 -0.2 -0.1  0  0.1  0.2  0.3  0.4

y [m]

R = 0.2 m, εr = 2.0

Real(Ez), β = 0.0
Imag(Ez), β = 0.0

abs(Ez), β = 0.0
Real(Ez), β = 0.25
Imag(Ez), β = 0.25

abs(Ez), β = 0.25

Figure 3.5: Values of Ehz along x axis for β = 0 and β = 0.25. Real, Imaginary and
absolute values of Ehz are shown for both cases. The results were obtained for εr = 2,
R = 0.2 m, f = 1 GHz and n = 320.
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Figure 3.6: Behaviour of ez,r,h1 versus h for different values of β and εr. In partic-
ular, for any value of εr one of the largest possible normalized axial speed values is
considered in addition, for both cases, to β = 0. The scatterer radius is R = 0.2 m.
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3.5.2 Numerical results related to Et and Hz

In this sub-section we examine the errors related to the cross-polarized component

Et and the related magnetic field component Hz. These quantities are zero in the

motionless case, and arises because of the bi-anisotropic effect due to motion. The

convergence of these components are examined and the accuracy of the simulation is

established for a large range of parameters like β, εr and R of the scatterer.

10-3
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100

3.0 10-3 3.0 10-2

h [m]

εr = 2.0

6 h
600 h2

et,a,semi, β = 0.25
C*et,a,semi, β = 5.0 10-6

1000C*et,a,semi, β = 5.0 10-9

et,a,l2, β = 0.25
et,a,Γ, β = 0.25

et,a,u2d, β = 0.25

Figure 3.7: Behaviour of et,a,u2d, et,a,l2, et,a,Γ and et,a,semi versus h, when the cylinder
moves with β = 0.25. Plots proportional to et,a,semi is also reported for β = 5 10−m,
m = 6, 9. C = 5 107. The cylinder is assumed to have R = 0.2 m and to be made up
of a material having εr = 2 at rest. Two plots proportional to h and h2 are provided,
too.

In Figure 3.7 some results related to the absolute errors on Et are shown. The case

β = 0 is not meaningful for the present analysis because, for the test case considered,

the solution has Et = 0 in Ω and the finite element method is able to compute Eht = 0

in Ω for any mesh considered. For this reason the results refer to cases in which β 6= 0.

A complete set of results is shown for β = 0.25. One can observe that et,a,semi is much

larger than et,a,l2 and et,a,Γ so that et,a,u2d ≃ et,a,semi. Moreover, it can be observed

that the convergence rate is O(h) for all errors considered. The values of et,a,semi
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for m = 6 and m = 9 are also shown in the figure. Over this large range of β, the

convergence behaviour is not affected.

Now we verify what happens when the cylinder is made up of other materials. As

in the previous subsection, we will consider εr = 1.1 and εr = 8 along with εr = 2.

Figure 3.8 shows the relative error in Hz for these cases. The results are analogous to

Figure 3.6 except for the slower rate of convergence. Again, an increase in εr results

in increase in discretization error, due to the reduction in wavelength. The errors

remain largely independent of β over a wide range, with β which could be as low as

5× 10−9.

10-2

10-1

100

101

3.0 10-3 3.0 10-2

h [m]

R = 0.2 m

er,hz, β = 0.75, εr = 1.1
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er,hz, β = 0.25, εr = 2.0
er,hz, β = 5.0 10-9, εr = 2.0

er,hz, β = 0.08, εr = 8.0
er,hz,β = 5.0 10-9, εr = 8.0

6 h
1500 h2

Figure 3.8: Behaviour of er,hz versus h for different values of β and εr. In particular
εr = 1.1, εr = 2 and εr = 8 are considered. In each case a value close to the upper
bound of β is taken along with β = 5 10−9. Two plots proportional to h and h2 are
provided, too.

Finally we study the effect of changing the radius of scatterer. Along with the

R = 0.2 m considered for the previous instances, R = 0.1 m and R = 0.05 m were

examined. It is not appropriate to consider too small values of R. This is because

of the non-conformity due to polygonal approximation of the circular boundary of

the scatterer, as was explained in section 3.4. Instead the frequency is reduced so
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that the ratio of R to the wavelength reduces, which is expected to give an equivalent

effect on discretization error. Hence we study f = 500 MHz in addition to f = 1

GHz considered in the preceding cases. The discretization error is not affected much

by the reduction in radius of the scatter. With n = 120 and f = 1 MHz, for

β ≤ 5 10−10 the relative errors remain 4% for all variations of R considered.As for the

effect of reducing f , the discretization error drops below 2% which is expected from

the increase in wavelength.

The results in this subsection and the last one show as expected [20], that the

finite element approximation is converging to the true solution (notwithstanding the

two violations of conformity pointed out in Section 3.4). However, the results related

to Et and Hz do start becoming worse due to round-off errors when the magnitude

of these quantities become small. We consider such cases in the next section.

3.5.3 Problematic results related to Et and Hz
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er,hz, β = 5.0 10-12

er,hz, β = 5.0 10-13

er,hz, β = 5.0 10-14

er,hz, β = 5.0 10-15

Figure 3.9: Behaviour of er,hz versus h, when the cylinder moves with β = 5 10−m,
m = 10, . . . , 15. The cylinder is assumed to have R = 0.2 m and to be made up of a
material having εr = 2 at rest..
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Figure 3.10: Behaviour of er,hz versus h for different values of β and εr. We consider
εr = 1.1 and εr = 8.0 with β = 5 10−m and m = 10, 11, 12.

In this subsection, we consider the cases when the round-off error becomes signif-

icant. As indicated by equation (3.25), when the cross-polarized component becomes

too low, the round-off error becomes more and more significant. Although we get

good accuracy for the co-polarized component, the cross-polarized component could

be unreliable. This could be the case with very low values of β, εr or R. Hence, in

these critical cases, one needs to be careful with the simulations.

In Figure 3.9 the relative errors pertaining to Hz are shown with respect to h for

small β values with m = 10 . . . 15. For sufficiently small values of h, although the

errors remain less than 10% up tom = 12, they start increasing for finer discretization.

The results become completely unreliable for smaller values of β. A finer discretization

need not produce a decrease in the error in these critical cases, since the increase of

round-off error is dominating over the reduction in discretization error. These results

suggest that one should be careful in dealing with these delicate cases. One may have

to make use of higher precision calculations to accurately solve these problems.

In Figure 3.10 we examine the effect of different permittivity values along with

small β. Again εr = 1.1 and εr = 8.0 are taken and we consider m = 10, 11, 12. The
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Figure 3.11: Behaviour of er,hz versus β for different values of the scatterer radius R
and of the frequency f . The values of β which are particularly critical for er,hz are
considered. The cylinder is assumed to be made up of a material having εr = 2 at
rest. The numerical solutions are computed by using a mesh with n = 120.

trend remains similar to that for εr = 2.0 in Figure 3.9. For εr = 8.0, the errors

start off large, due to higher discretization error, and goes on becoming worse due to

round-off. For εr = 1.1, the discretization error is smaller than that for εr = 2.0. But

once the round-off error becomes significant it can increase very quickly.

In Figure 3.11 the relative error on Hz is plotted against β values. Three different

values are considered for the radius of scatterer, R = 0.2, R = 0.1 and R = 0.05

meters. The calculations are done for two frequency values f = 1 GHz and f = 500

MHz. The bi-anisotropic effect reduces as the scatterer becomes smaller, which might

result in a higher round-off error. This could explain why the error starts increasing

at m = 11 in the case of f = 1 GHz where as for all other case the error is stable till

m = 12.

We can infer that these results are within the bounds of expected round-off errors

and is in accordance with the equation (3.25). In order to do this we can calculate

the expected maximum error bounds and confirm that the obtained results are within
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Figure 3.12: Values of nn+ne
ne

||[ez ]||
||[et]|| versus β for different values of εr and n. We consider

n = 120 with εr = 1.1,εr = 2 and εr = 8. In addition the value corresponding to
n = 200 with εr = 2 is also shown. A plot of β−1 provided too.

the predicted limits. This estimate was carried out for the small values of β, below

which we start getting less accurate solutions.

It is quite easy to calculate the factor nn+ne
ne

||[ez ]||
||[et]|| from the algebraic solution

obtained from the finite element simulator. In Figure 3.12 we plot the values of
nn+ne

ne
||[ez ]||
||[et]|| versus β for different discretization and permittivity values. As long as

the computation of [et] is reasonably accurate, the value of nn+ne
ne

||[ez ]||
||[et]|| is as expected

proportional to β−1. For the problem considered here the constant of proportionality

is close to 2 in case of εr = 8 and εr = 2 and close to 20 for εr = 1.1. Thus the margin

for error steadily decreases in accordance with equation (3.25) as β decreases below

5 10−9 which corroborates the observed results.

The condition number can be more difficult to calculate for a general problem

as it might be difficult to get a good estimate in general. It may be required to

calculate the eigen values of the algebraic system in order to obtain . For the present

problem, we had to solve for the largest and smallest eigen values and take the ratio

to get the value of KA. In figure 3.13 we show the condition number KA for different

57



1.0e+01

1.0e+02

1.0e+03

1.0e+04

 0.003  0.03

h [m]

β = 5.0 10-9

εr = 1.1
εr = 2.0
εr = 8.0

Figure 3.13: Values of condition number KA versus h with β = 5 × 10−9 and
for different values of εr. The results are shown for εr = 1.1, 2, 8 and for n =
20, 40, 80, 120, 160, 200.

discretizations for β = 5× 10−9. The condition number is independent of β for small

angular velocities. For εr we considered the values 1.1, 2 and 8. The condition number

is seen to be increasing as the discretization gets finer. Also the value is higher for

lower εr. The order of magnitude in this case is varying from 10−2 to 104, resulting

in possible loss of two to four significant digits in the solution.

This shows that the round-off error tends to increase for smaller velocities, for

finer discretizations and for weaker scatterers. Next we can try to put two results

above to get an estimate of the maximum round-off error expected. We took the

value of δ in equation (3.25) to be 10−15.

Figure 3.14 confirms what was discussed above. The estimate of maximum relative

error of cross-polarized component is plotted against β values less than 10−9. Again

the results are shown for εr = 1.1, 2.0, 8.0 for n = 120. In addition a plot is also

given for n = 200, εr = 2.0. In particular we can see that for all the previous results

obtained the relative errors are within the bounds that is obtained here. The error

must be less than 10% for values of β less than 10−9 which agrees with what we
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Figure 3.14: The estimate of maximum relative error due to round-off in the transverse
component of the field ( ||∆[et]||

||[et]|| ) calculated according to equation (3.25), considering

δ = 10−15. It is plotted against β, for εr = 1.1, 2, 8 with n = 120. One plot for
n = 200 is also given corresponding to εr = 2.

obtained earlier.

The results in this subsection suggests that one must be careful with simulations

involving weak bianisotropic effects. One needs to keep in mind the possible corrup-

tion of the results due to round-off errors. It may be required to use higher precision

calculations to get reliable results in such instances. If one has a good estimate of the

condition number then it is possible to gauge the reliability of the result in terms of

round-off error as indicated by equation (3.25). However, the results that are obtained

for the test case considered here reassures that one can obtain reliable solutions for a

very wide span of parameters.

3.6 Issues related to numerical solution procedure

As it was already pointed out, iterative methods are very often exploited to com-

pute the solution of the algebraic linear systems determined by electromagnetic finite
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element codes [33] (pp. 382, 383, 396-405). In particular, the BiCG (biconjugate

gradient method) [33] (pp. 396-405) is known to be particularly efficient for time-

harmonic electromagnetic problems [44] (p. 308) involving only traditional media.

However we observed that in our case, this method fails to converge for values of β

which are not very small. This is because the structure of the matrix [A] is altered,

since its submatrices [Azt] and [Atz] become more significant for higher β values.

We may use some alternative iterative methods in such case [36], [?]. In particular,

CGNE (Conjugate gradient on normal equation) is a simple alternative. However, the

condition number is squared in this case resulting in slower convergence and worse

round-off errors. Use of preconditioner can help improve the condition number of the

system both when BiCG and CGNE are used. Simple Jacobi preconditioner was used

for this purpose in the present work and the corresponding methods are denoted as

BiCGJP and CGNEJP.

All the results shown in Section 3.5 were calculated by using BiCG, BiCGJP,

CGNE or CGNEJP. We give a brief discussion of their performance here. If the

algebraic linear system to be solved is [A][e] = [l], as reported in Section 3.3, we

initially calculate the euclidean norm ‖[l]‖ of [l] and do not stop the iterative solver

until the approximate solution [e]i at iteration i satisfies ‖[A][e]i − [l]‖ < δ‖[l]‖, with
δ always equal to 10−p, p ∈ {10, . . . , 16}. One should avoid using larger values of p

when double-precision arithmetic is used [36] (p. 58). In order to avoid presenting

unreliable results we computed them at least twice, for two consecutive values of p.

When the outcomes were different we considered the next larger value of p and did

not stop this process until, for two consecutive values of p, we got the same result

(with a tolerance equal to 0.1 %).

Independently of the reliability of the outcome, we find that the BiCGJP is able

to compute the solutions for all values of β and p considered and all n ≤ 80. For finer

meshes the convergence of biconjugate iterative solvers is not guaranteed anymore.

Consider, for example, some data for the test cases with εr = 2, R = 0.2 m and f = 1

GHz. When n = 120, BiCGJP does not converge for β ≥ 5 10−5 (for this specific

example the smallest residual value seems to be ≃ 0.26 which is by far too large to

stop the iterations). BiCG fails to converge, with the same n, for β ≥ 5 10−3 (the

smallest residual value is ≃ 0.026). For a mesh obtained by using n = 160 BiCG

(respectively, BiCGJP) does not converge for β ≥ 5 10−7 (respectively, β ≥ 5 10−5).

When β = 5 10−7 the smallest residual value is ≃ 3.2 10−7 (respectively, ≃ 0.28 for

β = 5 10−5). For the same mesh, by using p = 13, BiCGJP converges in 20214 steps

(with the indicated mesh we have 308161 unknowns) for β = 5 10−7 and in 242643
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steps for β = 5 10−6. Finally, when n = 200 we have 481201 unknowns and BiCGJP

and BiCG fail to converge for β ≥ 5 10−7, reaching a minimum residual value, for

β = 5 10−7, of 0.45 10−5 and, respectively, 0.5. For this mesh, BiCGJP converges

in 22956, 20001, 17834 and 13415 steps for β = 5 10−m, with m respectively equal

to 8, 9, 10, 11 for p = 15. It is also interesting to point out that it converges in 3556

steps for β = 0 (and p = 15 as before).

From the previous considerations, one can also understand that most of our results

were calculated by using CGNE or CGNEJP. The convergence of this type of algebraic

solver, however, is by far too slow, independently of the use of the preconditioner.

Even though this is not a surprise [44] (p. 308), [36] (p. 18), it is instructive to

report some data. For example, CGNE, for p = 15 and n = 200, requires 536957

steps to converge for β = 5 10−6 and 710410 steps for β = 0.25 (εr = 2, R = 0.2 m,

f = 1 GHz). The results are not much better when the point Jacobi preconditioner

is used. For example, with the usual values of εr, R and f , for n = 120 and β = 0.25

CGNEJP converges in 220942 steps (173521 unknowns) while CGNE does the same

requiring 233866 steps (p = 13 in both cases). In terms of CPU time the difference

is even lower (equal, more or less, to 4% on the same computer).

Thus for small values of β BiCG and BiCGJP are suitable for giving fast con-

vergence and lower round-off errors compared to CGNE and CGNEJP. The method

breaks down for larger values of β and we can use CGNE or CGNEJP which converge

but at a much slower rate.

3.7 Conclusions

The accuracy of finite element results in the presence of axially moving cylinders is

analyzed for the first time, to the best of authors’ knowledge. The study refers to

relative and absolute errors related to two components of the electromagnetic field.

The part of the results presented concerning one of the two components is new but

the outcome is analogous to the one which is obtained when all media involved are

motionless. The second part is related to the field component which is specifically

excited by the presence of moving objects. This field component is the most difficult

to be approximated. For its information content related to the motion of the objects,

it could also be the most important component to be evaluated, at least for some

applications.

This study has shown that finite element simulators based on double precision

arithmetic could guarantee and extraordinary reliability of all their outcomes. These
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performances suggest that the indicated simulators can be exploited and could become

the reference method for astrophysics, engineering and medical applications involving

media in motion.
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Chapter 4

Reliability of Finite Element

Simulators for Three Dimensional

Problems Involving Rotating

axisymmetric Objects and Other

Bianisotropic Materials

4.1 Introduction

We have already seen that media in motion are involved in several important electro-

magnetic problems [1]. In most of these applications the solutions have to be found

by using the natural space-time framework defined by the theory of relativity [38],

[1]. However, in some cases the movement takes place in such a way that it is still

possible to work in the frequency domain [1], [14], for example in the presence of

moving media with stationary boundaries [1], [14].

Two classes of particularly interesting problems of this type can be found. The

first one is related to problems involving axially moving cylinders. These kind of prob-

lems were considered in the previous chapter. In the second class we find problems

involving rotating axisymmetric objects. The applications of these problems range

from the reconstruction of the dielectric and velocity profiles in pneumatic pipes [7]

to the measurement of the rotational speed of celestial bodies [11].

For particular problems, involving single moving objects having simple geometries,

it is possible to find series solutions [3], [4], [40], [11], [22]. However, in most cases
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of practical interest involving multiple and irregular objects in motion, in order to

approximate the solution one has to refer to numerical methods [37], [45].

In the last decades several numerical techniques have been developed to solve

time-harmonic electromagnetic boundary value problems [46], [33]. In particular, for

problems in which all media are at rest one can find several results on the reliability

of numerical methods. This is particularly true for the finite element method [30],

[47], [24], [48], [49].

Unfortunately, in the presence of moving media, even in the cases which allow

a time-harmonic formulation, the electromagnetic problems to be solved become ex-

tremely complex [37], [1], [50]. Such a complexity is essentially due to the fact that

even the simplest linear, stationary, homogeneous and isotropic material becomes at

least bianisotropic once in motion. It could remain linear provided that the acceler-

ation of the motion is not too large [10], [51].

The indicated complexity could be the reason behind the almost complete lack of

results related to the reliability of numerical methods in the presence of moving (and

then at least bianisotropic) materials. The reliability of a numerical method could be

considered from different perspective. However, it is widely accepted that a reliable

method should at least guarantee the convergence of the approximation to the true

solution of the problem, as the number of degree of freedom becomes larger and larger

[52]. The first results of this type for finite element approximations were provided in

[24]. However, such results do not apply to several important cases, preventing, for

example the presence of a lossless, standard, isotropic medium in motion [24], at any

velocity different from zero. A more general approach was used in [20], where a result

of convergence, which holds true under rather weak assumptions, is shown for finite

element methods in the presence of axially moving cylinders. Such an approach has

not been extended so far to cover cases involving objects which rotate around their

axes of rotational symmetry.

In this context, the aim of this chapter is to provide some results showing the

good behaviour of finite element approximations for time-harmonic electromagnetic

problems involving rotating axisymmetric objects. The rotational speed is considered

to be time-invariant in order to give a meaning to the time-harmonic formulation.

Moreover, we will assume the objects are made up of linear, stationary, isotropic

and lossless materials in their rest frames. In particular, we will present some results

obtained by a three-dimensional finite element simulator able to deal with linear bian-

isotropic media. The effects of the motion on the numerical solutions are discussed,

comparing these quantities with the corresponding ones obtained when all media in-
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volved are at rest and, in the presence of canonical objects, with the results deduced

by using semi-analytical techniques [11]. The problem involving rotating sphere is

considered to establish the reliability of our solver. Then the simulator is used for

solving problem involving other axisymmetric object. Problem involving rotating

toroidal scatterer is considered as a test problem here. No other tool is available

to solve this kind of problems. The same simulator can be used for other problems

involving bianisotropic materials. Hence we also investigate the convergence of the

numerical solution for some of the problems involving this kind of media. For this we

take some test problems which were considered previously in the literature. Although

the well-posedness and convergence of finite element solution are not proved for these

problems, we can expect that an extension of the generalized Max-Milgram lemma

used in [20] could provide a confirmation of the convergence result obtained here.

The chapter is organized as follows. In Section 4.2 the mathematical formulation

of the problems of interest is provided. The Galerkin finite element formulation is

described. The details and results of the numerical experiments are provided in 4.3.

Finally, the chapter is concluded by summarizing the main outcomes.

4.2 Problem Definition

Problems involving axisymmetric rotating objects illuminated by time-harmonic elec-

tromagnetic field can be considered as a special case of a general time-harmonic prob-

lem involving bianisotropic materials. Hence a general mathematical and numerical

formulation which can deal with bianisotropic media can be immediately applied to

the problems involving rotating axisymmetric objects. A general description of this

kind of problem was given in Chapter 2. Here we briefly recall it as applicable to

rotating axisymmetric objects.

Let us denote by Ω ⊂ R
3 the bounded and connected domain where the problems

of interest are formulated. Its boundary Γ is assumed to be Lipschitz continuous. We

denote by n the outward unit vector orthogonal to Γ.

In order to consider different materials abutting and different rotating axisym-

metric objects we assume that Ω can be decomposed into m open and connected

subdomains of Ω having Lipschitz continuous stationary boundaries. These subdo-

mains are denoted by Ωi, i ∈ M = {1, . . . ,m}, satisfying Ω = Ω1 ∪ · · · ∪Ωm (Ω is the

closure of Ω) and Ωi ∩ Ωj = ∅ for i 6= j.

In each subdomain we have a linear and time-invariant medium. Moreover, we

assume that all the materials involved are isotropic in their rest frames and are there
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characterized by the complex-valued fields ε, µ. In order to avoid problems with

convective currents, which can become surface currents [22], we assume that all mov-

ing media have the electric conductivity σ = 0. n of the indicated m subdomains,

n ≤ m, are axisymmetric and it is assumed that the materials contained in these

regions rotate around the symmetry axes. All inhomogeneities in these n subdomains

are axisymmetric, too.

In order to define the problem of interest we introduce the following additional

notations and hypotheses. (L2(Ω))3 is the usual Hilbert space of square integrable

vector fields on Ω with values in C
3 and with scalar product given by (u,v)0,Ω =

∫

Ω
v∗u dV , where v∗ denotes the conjugate transpose of the column vector v. In

order to deal with the tangential vector fields involved in the boundary condition we

define [30] (p. 48)

L2
t (Γ) = {v ∈ (L2(Γ))3 | v · n = 0 almost everywhere on Γ}, (4.1)

with scalar product denoted by (u,v)0,Γ =
∫

Γ
v∗u dS. The space where we will seek

the electric and magnetic fields is [30]

U = HL2,Γ(curl,Ω) = {v ∈ H(curl,Ω) | v × n ∈ L2
t (Γ)}, (4.2)

with H(curl,Ω) = {v ∈ (L2(Ω))3 | curlv ∈ (L2(Ω))3}. The scalar product in U is

given by [30] (p. 84, p. 69)

(u,v)U,Ω = (u,v)0,Ω + (curlu, curlv)0,Ω + (u× n,v × n)0,Γ, (4.3)

and the induced norm is ‖u‖U,Ω = (u,u)
1/2
U,Ω.

For all media in motion with angular velocity values bounded as indicated in

[51], the instantaneous rest-frame hypothesis [10] will be assumed. In this case the

constitutive equations in the laboratory frame are given by [10] and can be written

as
{

D = (1/c0)P E+ LB in Ω

H = M E+ c0 QB in Ω,
(4.4)

where P , L, M and Q are matrix-valued fields depending on the dielectric properties

of the media in their rest frames and on the velocity fields of the moving materials

[10] and c0 is the speed of light in vacuum.

In the presence of moving and, then, bianisotropic media, the variational formu-

lation of the time-harmonic electromagnetic boundary value problems of interest is
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[24]

Find E ∈ U : a(E,v) = l(v) ∀v ∈ U, (4.5)

where a(u,v) is the sesquilinear form given by

a(u,v) = c0
(

Q curlu, curlv
)

0,Ω
− ω2

c0

(

P u,v
)

0,Ω

−jω
(

M u, curlv
)

0,Ω
− jω

(

L curlu,v
)

0,Ω

+jω
(

Y (n× u× n),n× v × n
)

0,Γ
, (4.6)

and l(v) is the antilinear form given by:-

l(v) = −jω
(

Je,v
)

0,Ω
− c0

(

QJm, curlv
)

0,Ω

+jω
(

LJm,v
)

0,Ω
− jω

(

fR,n× v × n
)

0,Γ
. (4.7)

Here Je and Jm represent electric and magnetic sources. Y is the boundary admit-

tance and fR is the source term of the boundary conditions enforced on Γ:

H× n− Y
(

n× E× n
)

= fR on Γ. (4.8)

These conditions can be used to consider absorbing boundary conditions [33] (p. 9),

to model radiation or scattering problems, or boundary conditions at imperfectly

conducting surfaces [1] (p. 646), to model metal cavity problems.

Solution of problem 4.5 can be approximated by a Galerkin finite element method,

which is a discretization of a variational formulation. To this aim, let us introduce

a sequence of finite dimensional subspaces of U denoted by {Uh}h∈I , being I a de-

numerable and bounded set of strictly positive indexes having zero as the only limit

point. Moreover, let us assume that the capability of Uh to approximate U becomes

more and more satisfactory as h is reduced.

For any h ∈ I and for any set of approximate sources Jeh, Jmh and fRh, the discrete

version of problem 4.5 is

Find Eh ∈ Uh : a(Eh,vh) = l(vh) ∀vh ∈ Uh. (4.9)

Whenever problem 4.5 is well-posed, we say that problem 4.9 is a convergent

approximation of problem 4.5 if the sequence {Eh}h∈I of solutions of problem 4.9
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satisfies

‖Eh − E‖U −→
h→0

0 (4.10)

where E is the solution of problem (4.5).

The sequence of finite dimensional subspaces considered in Galerkin method is

built by using the finite element method. This is done by considering a sequence of

triangulations {Th}h∈I of Ω, and a specific finite element on each triangulation Th.

We assume that: 1) Ω =
⋃

T∈Th T ; 2) the family {Th} of triangulation is regular; 3)

Th is made up of tetrahedra; 4) first order edge elements are used to build Uh, with

h ∈ I.

4.3 Numerical Results

The well-posedness and the convergence of finite element method for problems for

three dimensional problems have not been proved in the literature yet. Also there is

no report on the reliability of solution of numerical simulators for this kind of prob-

lems. For this reason we try to investigate the reliability of finite element simulator

developed in our lab for solving problems involving bianisotropic media. Firstly we

consider the case of rotating sphere. For this kind of problems a series solution is

available in [11]. As a result we can compare the results obtained from the finite

element method with this solution to establish the validity of the simulator. After

this we confirm the convergence behaviour by considering some problems involving

bianisotropic materials.

4.3.1 Rotating Sphere

In order to assess the good behaviour and the performances of finite element simu-

lators in the presence of rotating axisymmetric objects we consider simple problems

allowing the calculation of the solutions with other reliable tools. In particular, we

firstly consider a sphere in vacuum. The sphere has radius denoted by Rs and contains

a medium which, in its rest frame, is characterized by constant values of permittivity

and permeability, which are denoted, respectively, by εr and µr. The problem of

interest is formulated by considering a spherical domain of numerical investigation of

radius Rd. The centers of the spherical object and domain are the same. No current

densities are considered in Ω. The sphere is assumed to be illuminated by a uniform

plane wave having

Einc = x̂Ex + ẑEz, (4.11)
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x axis

z axis Einc

θ
Rs

ωs

Figure 4.1: The configuration of rotating sphere considered as test problem. The
radius of the sphere is Rs and the rotation is about z axis with angular velocity ωs.
The electric field is in the x-y plane and comes along the direction θ.

where

Ex = A cos(θ)e−jω
√
ε0µ0(x sin(θ)+z cos(θ)), (4.12)

Ez = −A sin(θ)e−jω
√
ε0µ0(x sin(θ)+z cos(θ)) (4.13)

and θ is the usual elevation angle of the spherical coordinate system. Different values

of this angle can be considered in order to deal with different directions of propagation

in the (x, z) plane. The z-axis is in any case the axis of rotation of the sphere. We

denote by ωs its angular velocity.

A first order approximation of the solution of any problem of this class was deduced

by De Zutter [11]. In addition to the zero-order term due to non-rotating sphere which

corresponds to the classical Mie theory, a first order approximation with a term of the

order ωsRs

c0
appears. We implemented this series solution against which the solution

of finite element simulator was compared.

In order to solve the problems of interest we have to deduce the tensor fields

P , L, M , Q involved in the constitutive relations. They are easily deduced for the

subdomain outside the spherical object. We have

P = c0ε0I3, Q =
1

c0µ0

I3, L = M = 0, (4.14)
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being I3 the identity matrix, and c0 is the velocity of light in vacuum. Inside the

object, starting from the following well-known equations [1] (p. 958) for a generic

velocity field v
{

D+ 1
c2
0

v ×H = ε (E+ v ×B)

B− 1
c2
0

v × E = µ (H− v ×D)
(4.15)

one easily deduces (v = |v|)


























D− 1
c2
0

(v ×D)× v =

εE− 1
µc4

0

(v × E)× v + µrεr−1
µc2

0

(v ×B)

H = µrεr−1
µ

1
c2
0
−v2

(v × E)+
1
µ
B− 1

µ
µrεr−1
c2
0
−v2

(v ×B)× v.

(4.16)

Taking account that, for the problem of interest in this work, the velocity field is along

the ϕ̂ unit vector (again of the spherical coordinate system) and has a magnitude given

by the constant angular velocity ωs multiplied by the distance of the considered point

from the z−axis, after some calculations we can deduce the explicit expressions of

the matrices representing the tensor fields P , L, M and Q in our Cartesian reference

frame. These are the expressions usually managed by finite element simulators and,

in particular, by our finite element code. The expressions of the matrices involved

in equivalent forms of the constitutive relations [32] can be deduced as well. A little

more detail of this derivation is given in Appendix A. Then we get the following

expressions for the entries of the P ,Q,L, and M matrices

Pxz = Pzx = Pyz = Pzy = 0,

Pxy = Pyx = ω2
sxy(εrµr−1)

µ0µrc0(c20−ω2
s(x

2+y2))
,

Pxx = ε0εrc0 +
ω2
sx

2(εrµr−1)

µ0µrc0(c20−ω2
s(x

2+y2))
,

Pyy = ε0εrc0 +
ω2
sy

2(εrµr−1)

µ0µrc0(c20−ω2
s(x

2+y2))
,

Pzz = ε0εrc0 +
ω2
s(x

2+y2)(εrµr−1)

µ0µrc0(c20−ω2
s(x

2+y2))
,

(4.17)

Lxx = Lyy = Lzz = Lxy = Lyx = 0,

Lxz = −Lzx = ωsx(εrµr−1)

µ0µr(c20−ω2
s(x

2+y2))
,

Lyz = −Lzy =
ωsy(εrµr−1)

µ0µr(c20−ω2
s(x

2+y2))
,

(4.18)
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Mxx = Myy = Mzz = Mxy = Myx = 0,

Mxz = −Mzx = ωsx(εrµr−1)

µ0µr(c20−ω2
s(x

2+y2))
,

Myz = −Mzy =
ωsy(εrµr−1)

µ0µr(c20−ω2
s(x

2+y2))
,

(4.19)

Qxz = Qzx = Qyz = Qzy = 0,

Qxy = Qyx = − ω2
sxy(εrµr−1)

µ0µrc0(c20−ω2
s(x

2+y2))
,

Qxx = 1
µ0µrc0

− ω2
sx

2(εrµr−1)

µ0µrc0(c20−ω2
s(x

2+y2))
,

Qyy =
1

µ0µrc0
− ω2

sy
2(εrµr−1)

µ0µrc0(c20−ω2
s(x

2+y2))
,

Qzz =
1

µ0µrc0
− ω2

s(x
2+y2)(εrµr−1)

µ0µrc0(c20−ω2
s(x

2+y2))
.

(4.20)
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Figure 4.2: Magnitude of the components of electric field plotted against the angle
along a circle in x-z plane. The finite element solution is shown in comparison with
the series solution provided by De Zutter.
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Figure 4.3: Phase of the components of electric field plotted against the angle along a
circle in x-z plane. The finite element solution is shown in comparison with the series
solution provided by De Zutter.

In figures 4.2 and 4.3 the results obtained when Rs = 1 m, Rd = 4 m, ω = π · 108
rad/s (f = 50 MHz), θ = 0, εr = 16 (for the rotating sphere when the medium is at

rest), ωs = 5 · 10−3c0. The field components, whose magnitudes (respectively, phases)

are shown in Figure 4.2 (respectively, 4.3), are evaluated in a set of points belonging

to a circle 1.5 m in radius in the (x, z) plane and centered in the origin.

The mesh adopted for computing the finite element solution is made up of 40 uni-

form spherical layers. It has not been optimized since the uniformity of the thickness

of the layers does not take account of the strong inhomogeneity of the media involved.

The numerical results are in good agreement with the semi analytical ones. The

two main components of the electric field (Ex and Ez) are almost completely indepen-

dent of the motion. The Ey component, on the contrary, is particularly meaningful

because it provides much more information on the rotational speed of the scatterer.

This is die to the fact that, when ωs = 0, we get Ey = 0. Even if such a component

is much smaller in magnitude than Ex and Ez, Figures 4.2 and 4.3 shows that finite

element code is able to compute Ey in an accurate way. Such a result on Ey could
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be important for inverse scattering procedures dealing with the reconstruction of the

rotational speed of the sphere. This could be considered a first step toward the goal

of estimating the rotating speed of celestial bodies of more general shapes.

4.3.2 Rotating Torus

From the previous subsection, we are able to verify the reliability of the finite element

simulator for rotating axisymmetric objects by comparing the result against the series

solution that is available for rotating sphere. Now we can use the same simulator for

other rotating axisymmetric objects for which analytic solution is not available. For

this we have selected a homogeneous torus rotating about its axis. No other tool is

available which can deal with such a problem to the best of our knowledge. Hence

the results presented here are novel. This may be a first step in solving more general

problems.

x axis

z axis

y axis

R

r

Einc

Figure 4.4: Geometry of the toroidal scatterer considered as the test problem. The
toroid rotates about the z axis with angular velocity ωs. R and r are as shown in the
figure and are respectively the “major radius” and the “minor radius” of the torus.

The geometry of the test problem considered is described in Figure 4.4. The vales

of major radius R = 0.15 m and that of minor radius r is also 0.15 m. The torus is

made of material with εr = 20. The domain of numerical investigation is a sphere of

radius 2 m. We consider a plane wave incident along the negative x axis with electric

field along the z axis and with magnitude 1 V/m. Two values of frequencies f = 20

MHz and f = 100 MHz are considered for the incident wave.
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Figure 4.5: The mesh constructed for a toroidal scatterer. First a two-dimensional
mesh is created along x-z plane as shown on the left. The circular boundary of the 2d
section of the torus is shown in red. The planar mesh is then rotated around z-axis to
get the three dimensional mesh shown on the right. The section cut along x-y plane
is shown here.

The meshing of the domain was carried out in two steps. First the mesh was

created for a two dimensional half plane of the domain. The section along x−z plane

is chosen for this step. The freely available software “Triangle” was used for this [53].

The mesh obtained in this step is shown on the left half of Figure 4.5. In the figure

the boundary of circular cross section of the planar section of toroid is shown in red.

The mesh needs to be such that the triangular elements do not cross this boundary.

In the second step, this mesh is rotated about z axis. This gives the three dimensional

mesh shown in right half of Figure 4.5. The freely available tool tetview [54] was used

for visualizing the 3d mesh. A section cut along x-y plane is shown in the figure. The

final three dimensional mesh has 31030 nodes, 180350 elements and 3350 boundary

faces.

The results of the simulations for f = 20 MHz are shown in Figures 4.6, 4.7 and

4.8. The magnitude of Ez along the three axes is shown. The solution of the problem

with toroid at rest is shown both with the commercial software COMSOL as well as

by putting ωs = 0 in our simulator. The solution for ωs = 0.5c0 rad/sec is shown.
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There is appreciable difference in this case. Especially along y axis, Ez is appreciably

changed by the rotation. Similar results are shown for the case f = 100 MHz in

Figures 4.9, 4.10 and 4.11.
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|Ez| with our FEM code, ωs = 0

|Ez| with our FEM code, ωs = 0.5 c0 rad/sec

Figure 4.6: Magnitude of Ez along x axis for the toroidal scatterer. The frequency
of incident wave is 20 MHz and torus is made of homogeneous material with εr = 20
in its rest frame. For ωs = 0 the solution from the commercial simulator COMSOL
as well as that from our Finite Element code are shown and is compared against our
solution for ωs = 0.5c0 rad/sec.
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Figure 4.7: Magnitude of Ez along y axis for the toroidal scatterer. The frequency
of incident wave is 20 MHz and torus is made of homogeneous material with εr = 20
in its rest frame. For ωs = 0 the solution from the commercial simulator COMSOL
as well as that from our Finite Element code are shown and is compared against our
solution for ωs = 0.5c0 rad/sec.
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Figure 4.8: Magnitude of Ez along z axis for the toroidal scatterer. The frequency
of incident wave is 20 MHz and torus is made of homogeneous material with εr = 20
in its rest frame. For ωs = 0 the solution from the commercial simulator COMSOL
as well as that from our Finite Element code are shown and is compared against our
solution for ωs = 0.5c0 rad/sec.
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Figure 4.9: Magnitude of Ez along x axis for the toroidal scatterer. The frequency of
incident wave is 100 MHz and torus is made of homogeneous material with εr = 20
in its rest frame. For ωs = 0 the solution from the commercial simulator COMSOL
as well as that from our Finite Element code are shown and is compared against our
solution for ωs = 0.5c0 rad/sec.
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Figure 4.10: Magnitude of Ez along y axis for the toroidal scatterer. The frequency
of incident wave is 100 MHz and torus is made of homogeneous material with εr = 20
in its rest frame. For ωs = 0 the solution from the commercial simulator COMSOL
as well as that from our Finite Element code are shown and is compared against our
solution for ωs = 0.5c0 rad/sec.
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Figure 4.11: Magnitude of Ez along z axis for the toroidal scatterer. The frequency
of incident wave is 100 MHz and torus is made of homogeneous material with εr = 20
in its rest frame. For ωs = 0 the solution from the commercial simulator COMSOL
as well as that from our Finite Element code are shown and is compared against our
solution for ωs = 0.5c0 rad/sec.

4.3.3 Other Problems Involving Bianisotropic Materials

Many problems involving bianisotropic materials can be solved using the finite element

simulator that was developed in the lab. Now we consider some examples of such

problems. The results suggest the convergence behaviour of the solution for such

cases. The problems we consider are ones for which the well-posedness and finite

element convergence have not been proved so far. However these results can serve

as the numerical evidence for convergence of finite element method, once such well-

posedness and convergence results are proved for these cases. We consider problems

that were discussed by Wu and Jaggard in [55] and by Alotto and Condecasa in

[56]. These problems were chosen here because the results deduced in [24] cannot

be applied to them. We can expect that a convergence result which may be derived

in the future based on generalized Lax-Milgram lemma will be able to extend the

applicability of the results to these problems as well. Thus such a general result will
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be able to cover a wide range of problems including those involving axisymmetric

objects, and in addition the problems involving bianisotropic media considered here.

With this general aim in mind, we examine the convergence of finite element solutions

for the afore mentioned problems.

Rectangular Waveguide Partially Filled with Chiral Media

First let us consider the biisotropic medium considered by Wu and Jaggard in [55].

They studied about the discontinuities in chirowaveguides. The configuration of the

considered waveguide is given in Figure 4.12, which is a metallic waveguide partially

filled with biisotropic media, which can be managed by our simulator. The media is

characterized by the constitutive relation given in equation (4.21).

{

D = ε0ǫrE− jξcB

H = B
µ0µr

− jξcE
(4.21)

Which gives

P = c0ε0εrI3, Q =
1

c0µ0µr

I3, L = M = −jξcI3 (4.22)
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Figure 4.12: Configuration of a rectangular waveguide partially filled with chiral
media considered by Wu and Jaggard in [55]

For the evaluation of convergence property of the finite element simulator, we

consider the configuration for the waveguide shown in Figure 4.12. The axis of prop-

agation is considered to be z-axis. The rectangular cross section of the waveguide are

having the width and height a and b along x and y axes respectively, and the length

along the z-axis is w. The waveguide is partially filled with the chiral media as shown

in the Figure 4.12. The rectangle formed by the chiral media has a cross section

with width c and height d. The geometric parameters considered for the waveguide

are a = 23 mm, b = 10 mm, c = 11 mm, d = 5 mm, w = 40 mm. The frequency

considered is f = 9 GHz. The biisotropic media is characterized by εr = 2.5, µr = 1,

ξc = 2.5 10−3 mho.

The results are calculated for three different sizes of mesh. The meshing is done

by splitting the domain into tetrahedra. The coarse mesh has only 24 points along x-

axis, 11 points along y axis and 41 points along z-axis. This corresponds to a uniform

mesh with 10 segments along y axis and a number of segments to the respective

lengths along the other two directions. The finer mesh used has 47 points along x

axis, 21 points along y axis and 81 points along z-axis. The finest mesh used is with

70 points along x axis, 31 points along y axis and 121 points along the z-axis.

82



In the Figure 4.13 magnitudes of the components of electric field along the x-axis

computed using the finite element code is shown. The solution for the isotropic case

with ξc = 0 is also shown. The results clearly show that as the mesh becomes finer

and finer the difference between the solutions become less and less. This suggests that

the finite element simulator is able to converge to the solution. The same conclusion

hold also for the solution computed along other directions. This is shown is Figures

4.14 and 4.15 which give the solutions along y axis and z axis respectively.
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Figure 4.13: Magnitude of components of electric field along the x-axis for three
different sizes of meshes. The parameters used are a = 23mm,b = 10 mm, c = 11
mm, d = 5 mm, w = 40 mm, frequency f = 9 GHz. The media is characterized by
εr = 2.5, µr = 1. The biisotropic media has ξc = 2.5 10−3. The corresponding plots
for isotropic media is also shown for the comparison which is characterized by ξc = 0.
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Figure 4.14: Magnitude of components of electric field along the y-axis for three
different sizes of meshes. The parameters used are a = 23mm,b = 10 mm, c = 11
mm, d = 5 mm, w = 40 mm, frequency f = 9 GHz. The media is characterized by
εr = 2.5, µr = 1. The biisotropic media has ξc = 2.5 10−3. The corresponding plots
for isotropic media is also shown for the comparison which is characterized by ξc = 0.
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Figure 4.15: Magnitude of components of electric field along the z-axis for three
different sizes of meshes. The parameters used are a = 23mm,b = 10 mm, c = 11
mm, d = 5 mm, w = 40 mm, frequency f = 9 GHz. The media is characterized by
εr = 2.5, µr = 1. The biisotropic media has ξc = 2.5 10−3. The corresponding plots
for isotropic media is also shown for the comparison which is characterized by ξc = 0.

Rectangular Waveguide Half Filled with Bianisotropic Material

Next we consider the configuration considered by Alotto and Codecasa in [56]. The

configuration we consider for our numerical experiment is as shown in Figure 4.16,

which is a rectangular waveguide half filled with bianisotropic material. Again the
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Figure 4.16: The configuration of rectangular waveguide half filled with bianisotropic
material which was considered in [56].
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axis of propagation is taken as z. The width and height are 2a and a and the length

is 2a, half of which is filled with air and the other half is filled with bianisotropic

material which acts as obstacle. The material is characterized by the P , Q, M , L

tensor fields described by the equation (4.4) which take the form in equation (4.23)

in this case

P = c0ǫ0I3

Q = 1
c0µ0

I3

L = M = jκ







1 1 0

1 1 0

0 0 1







(4.23)

where κ is a parameter. For the numerical experiments we consider the value of

κ = 1.061 10−3. The value of a = 0.01 m is considered. A TE10 mode is applied at

the input port by exciting it with a frequency of 10 GHz and good electric conductor

condition is set at the output port. The details of the tetrahedral mesh used is as

follows. The coarse mesh has 11 points along the y axis and 21 points along x and z

axes. The finer mesh has 21 points along the y axis and 41 points along x and z axes.

Finally a very fine mesh is considered with 31 points along the y axis and 61 points

along the x and z axes.

The magnitude of the components of electric field is shown in Figures 4.17, 4.18

and 4.19. Again we can observe the convergence behaviour of the finite element

solution.
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Figure 4.17: Magnitude of components of electric field along x axis for the rectangular
waveguide with bianisotropic obstacle which was considered in [56].The waveguide is
excited with a TE10 by applying a frequency of 10 GHz, the waveguide geometry is
defined by a = 0.01 m and the material is defined by κ = 1.061 10−3. Solution is
shown with three different sizes of mesh. The result for the case with no obstacle is
also shown.
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Figure 4.18: Magnitude of components of electric field along y axis for the rectangular
waveguide with bianisotropic obstacle which was considered in [56].The waveguide is
excited with a TE10 by applying a frequency of 10 GHz, the waveguide geometry is
defined by a = 0.01 m and the material is defined by κ = 1.061 10−3. Solution is
shown with three different sizes of mesh. The result for the case with no obstacle is
also shown.
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Figure 4.19: Magnitude of components of electric field along z axis for the rectangular
waveguide with bianisotropic obstacle which was considered in [56].The waveguide is
excited with a TE10 by applying a frequency of 10 GHz, the waveguide geometry is
defined by a = 0.01 m and the material is defined by κ = 1.061 10−3. Solution is
shown with three different sizes of mesh. The result for the case with no obstacle is
also shown.
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4.4 Conclusions

The finite element simulator capable of solving problems involving bianisotropic con-

stitutive relations was developed. This could be directly used for solving problems

involving rotating axisymmetric objects. The problems we considered are the ones for

which the convergence of finite element method is not proved so far. Neither are there

any analysis of the accuracy of the numerical solutions for these problems. The finite

element simulator was used for the simple problem of rotating sphere and the result

was compared against the series solution. This provides evidence for the accuracy of

the finite element method for solving such problems involving rotating axisymmetric

objects. The simulator was then used for solving problem involving rotating torus.

We also studied some other problems involving bianisotropic media. They fall under

the category of problems for which the convergence of finite element method is not

yet established in literature. The numerical experiments carried out provides further

evidence that the finite element method is convergent and can support the theoreti-

cal results that may be proved in the future regarding the well-posedness and finite

element approximability of such problems. Such a result can be anticipated by the

generalization of techniques used in [20] and thus could cover many practical prob-

lems with bianisotropic media. The result for rotating axisymmetric object could

be a first step in the practical application for the reconstruction of velocity of fast

moving axisymmetric objects like the celestial bodies.
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Chapter 5

Conclusions

We have seen that the electromagnetic problems involving moving objects have di-

verse applications. We have mainly considered the problems that could be formulated

in frequency domain. Since the solution of many such problems requires numerical

solution, we investigated the reliability of finite element method applied to such prob-

lems. The main focus were on the two dimensional problems involving axially moving

cylinders and three dimensional problems involving rotating axisymmetric objects.

The well-posedness and the convergence of finite element method were proved for

the two dimensional problems which mainly include non-conducting cylinders moving

in the axial direction. However there were neither any error estimate nor any error

analysis for this kind of problems. Hence in this work we provided a detailed error

analysis for these kind of problems. These results could be used as a benchmark for

any error estimate that the research community will be able to deduce.

We evaluated a simple test case involving non-conducting homogeneous circular

cylinder moving in axial direction. A series solution was available to solve such

problems. The results obtained could be generalized for more complex cases. The

scatterer exhibits a bianisotropic effect due to motion. This gives rise to a cross

polarized component of the field in addition to the component polarized along the

incident field. The results were very satisfactory in general. The solution was very

accurate for the co-polarized field in all the cases and the convergence speed was the

same as that of the stationary cylinder. As for the orthogonally polarized component,

the convergence was slower. This component is important in the reconstruction of

the velocity profiles as it is entirely caused due to the motion. The discretization

error was going down in the first power of h as against the h2 convergence of the co-

polarized component. Further, for small velocities, the accuracy in the computation

of orthogonally polarized field reduces due to the round-off error. This suggest that
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one should be careful in the cases where the scatterer is too weak. The ratio of the

algebraic norms of the cross-polarized and co-polarized component can give a simple

indication about such limits. Overall, the results are very good and the finite element

simulator is able to give accurate solution for very wide range of parameters.

The three dimensional problems involving moving bodies were also considered as

part of this work. These problems can again be considered as a subclass of prob-

lems involving bianisotropic media. The well-posedness results in the literature are

applicable for only very restricted cases. Hence the convergence of finite element so-

lution is not yet proved for the problems of our interest. The rotating axisymmetric

objects could be formulated as three dimensional frequency domain problem with

bianisotropic media. Hence a finite element simulator developed to solve such general

problem can be applied to solve such problem. We implemented a series solution

provided in literature for rotating dielectric sphere in vacuum. The finite element

solution was found to be in agreement with the series solution. Hence we can be

confident about the applicability of the method for this class of problems. Prob-

lem involving rotating toroidal scatterer was simulated for the first time. We further

evaluated the convergence of the finite element simulator for problems involving other

bianisotropic materials. These results are a first step in the application of the method

for more complex problems. The simulator can be further extended to more complex

geometries and can find application in many practical problems. The reconstruction

of velocity profile by inverse scattering techniques could be an important application.

The work can be extended in many directions. As for the two dimensional prob-

lems there is a lack of a priori error estimate. The simulator may now be applied to

more problems of practical importance.

The lack of an adequate well-posedness result needs to addressed for three dimen-

sional problems. This can lead to a proof of finite element convergence and hence

give the theoretical backing for the results provided here. There may be possibility

of relaxing many assumptions required earlier and hence get a much more general

theory. As stated earlier, the applications to inverse problems for reconstruction of

the velocity profile can be of practical importance.

The most general form of the problem will be in the time domain. This may

require more effort to tackle but an efficient solution to such problems could be of

practical significance.
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Appendix A

Deduction of the Tensor Fields

Involved in the Constitutive

Relations for Rotating Objects

Inside the rotating object we have equations we begin from (A.1) [1]

{

D+ 1
c2
0

v ×H = ε (E+ v ×B)

B− 1
c2
0

v × E = µ (H− v ×D)
(A.1)

We can eliminate H from (A.1)1 by using H from (A.1)2:-

H =
B

µ
− v × E

µc20
+ v ×D (A.2)

which then immediately gives (A.4)1

Similarly we can eliminate D from (A.1)2 using D from (A.1)1:-

D = −v ×H

c20
+ ε(E+ v ×B) (A.3)

which gives (A.4)2



























D− 1
c2
0

(v ×D)× v =

εE− 1
µc4

0

(v × E)× v + µrεr−1
µc2

0

(v ×B)

H = µrεr−1
µ

1
c2
0
−v2

(v × E)+
1
µ
B− 1

µ
µrεr−1
c2
0
−v2

(v ×B)× v.

(A.4)

Now we can go on and derive the tensor fields P , Q, L, M in the rectangular
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co-ordinate system.

We have the following identity for any vector A, v

(v ×A)× v = (v · v)A− (v ·A)v (A.5)

Which in rectangular co-ordinate system gives the different components as:-

((v ×A)× v)x = v2yAx − vxvyAy

((v ×A)× v)y = v2xAy − vxvyAx

((v ×A)× v)z = (v2x + v2y)Az

(A.6)

where the subscript indicates the component along that coordinate direction, and

vz = 0 for rotation along z axis. The above identity can be used while splitting the

equation (A.4) along the coordinate directions, to get the components of (v×D)×v,

(v × E)× v, (v ×B)× v.

Hence for equation (A.4)1 we get

Dx − 1
c2
0

(v2yDx − vxvyDy) = ε0εrEx − 1
µc4

0

(v2yEx − vxvyEy) +
µrεr−1
µ0µrc20

(vyBz)

Dy − 1
c2
0

(v2xDy − vxvyDx) = ε0εrEy − 1
µc4

0

(v2xEy − vxvyEx)− µrεr−1
µ0µrc20

(vxBz)

Dz − 1
c2
0

(v2x + v2y)Dz = ε0εrEz − 1
µ0µrc40

(v2x + v2y)Ez +
µrεr−1
µ0µrc20

(vxBy − vyBx)

(A.7)

We can write, with ωs defined in anti-clockwise sense, vx = −ωsy, vy = ωsx. Now

we can extract Dz from equation (A.7)3 and solve for Dx, Dy from eqautions (A.7)1

and (A.7)2 to get the following equation.

Dx = (ε0εr +
ω2
sx

2(εrµr−1)

µ0µrc20(c20−ω2
s(x

2+y2))
)Ex +

ω2
sxy(εrµr−1)

µ0µrc20(c20−ω2
s(x

2+y2))
Ey +

ωsx(εrµr−1)

µ0µr(c20−ω2
s(x

2+y2))
Bz

Dy =
ω2
sxy(εrµr−1)

µ0µrc20(c20−ω2
s(x

2+y2))
Ex + (ε0εr +

ω2
sy

2(εrµr−1)

µ0µrc20(c20−ω2
s(x

2+y2))
)Ey +

ωsy(εrµr−1)

µ0µr(c20−ω2
s(x

2+y2))
Bz

Dz = (ε0εr +
ω2
s(x

2+y2)(εrµr−1)

µ0µrc20(c20−ω2
s(x

2+y2))
)Ez − ωsx(εrµr−1)

µ0µr(c20−ω2
s(x

2+y2))
Bx − ωsy(εrµr−1)

µ0µr(c20−ω2
s(x

2+y2))
By

(A.8)

From equation (A.4)2 we get

Hx = µrεr−1
µ0µr(c20−(v2x+v2y))

vyEz +
1

µ0µr
Bx − µrεr−1

µ0µr(c20−(v2x+v2y))
(v2yBx − vxvyBy)

Hy = − µrεr−1
µ0µr(c20−(v2x+v2y))

vxEz +
1

µ0µr
By − µrεr−1

µ0µr(c20−(v2x+v2y))
(v2xBy − vxvyBx)

Hz =
µrεr−1

µ0µr(c20−(v2x+v2y))
(vxEy − vyEx) +

1
µ0µr

Bz − µrεr−1
µ0µr(c20−(v2x+v2y))

(v2x + v2y)Bz

(A.9)
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which when substituted for vx, vy and rearranged gives

Hx = ωsx(εrµr−1)

µ0µr(c20−ω2
s(x

2+y2))
Ez + ( 1

µ0µr
− ω2

sx
2(εrµr−1)

µ0µr(c20−ω2
s(x

2+y2))
)Bx − ω2

sxy(εrµr−1)

µ0µr(c20−ω2
s(x

2+y2))
By

Hy =
ωsy(εrµr−1)

µ0µr(c20−ω2
s(x

2+y2))
Ez − ω2

sxy(εrµr−1)

µ0µr(c20−ω2
s(x

2+y2))
Bx + ( 1

µ0µr
− ω2

sy
2(εrµr−1)

µ0µr(c20−ω2
s(x

2+y2))
)By

Hz = − ωsx(εrµr−1)

µ0µr(c20−ω2
s(x

2+y2))
Ex − ωsy(εrµr−1)

µ0µr(c20−ω2
s(x

2+y2))
Ey + ( 1

µ0µr
− ω2

s(x
2+y2)(εrµr−1)

µ0µr(c20−ω2
s(x

2+y2))
)Bz

(A.10)

Equations (A.8) and (A.10) immediately gives the tensor fields P ,Q,L,M described

in equations (4.17), (4.18), (4.19) and (4.20).
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