ADVANTAGES OF DYNAMIC ANALYSIS IN HOG-PCA FEATURE SPACE FOR VIDEO MOVING OBJECT CLASSIFICATION
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ABSTRACT
Classification of moving objects for video surveillance applications still remains a challenging problem due to the video inherently changing conditions such as lighting or resolution. This paper proposes a new approach for vehicle/pedestrian object classification based on the learning of a static $k$NN classifier, a dynamic Hidden Markov Model (HMM)-based classifier, and the definition of a fusion rule that combines the two outputs. The main novelty consists in the study of the dynamic aspects of the moving objects by analysing the trajectories of the features followed in the HOG-PCA feature space, instead of the classical trajectory study based on the frame coordinates. The complete hybrid system was tested on the VIRAT database and worked in real time, yielding up to 100% peak accuracy rate in the tested video sequences.

Index Terms— Moving object classification, HOG, PCA, HMM, hybrid classifier.

1. INTRODUCTION
Classification of moving objects is a fundamental step that still represents an active research area. Along with detection and tracking, object classification can lead to a more complete understanding of the scene, thus allowing the enhancement of the automation in video applications such as public security surveillance. In recent years, a great effort has been done by many researchers addressing this task [1, 2]. However, real-world applications present particular challenges in which high accuracy, flexibility to continuously changing environmental conditions and real-time operation are required.

Systems aimed at automatic moving object classification developed so far can roughly be categorized into two groups. The first group includes systems that perform object detection without prior segmentation, in which one specific target object, such as vehicles or faces [3], is required to be detected in the scene. Strictly speaking, these are not classification systems but detectors, as they cannot identify more than one learned pattern. Yet efficient in terms of computation time, these methods present some limitations specially when the target pattern varies. In this line of research, a special focus has been done on pedestrian detection [4, 5, 6]. The second group consists of methods that first identify moving objects in the scene and subsequently categorize them into one of the predefined classes [7]. These classification approaches are usually part of more complex systems in which a tracker is also implemented, for instance, based on background subtraction. A special attention has been paid to distinguishing pedestrians from other moving objects – usually vehicles – in traffic scenes [2].

A wide array of possibilities has been proposed in the literature as feature extraction techniques for object classification purposes, ranging from features based on raw appearance [8], texture [9], shape [10] or a combination of some of them [11]. In all these cited works, features are proposed as static features, that is, no temporal correlation is exploited by these features, and the extraction process has to be performed on the current frame independently of the results obtained in the previous frames.

In the last few years, there has been an increasing awareness of the necessity of using dynamic models that somehow integrate classification within a discrete Markovian process, as motivated by the discipline of cognitive dynamic systems. The dynamic methods used for modelling the video scene proposed in the literature are mainly based on the spatio-temporal information given by frame coordinates of the object. For instance, motion can be useful in some scenarios for distinguishing between people and vehicles [7]. However, it would not allow the identification of more subcategories such as cars, trucks or vans. Learning trajectories followed by different objects in the scene has also been proposed for object classification [12]. These approaches usually make use of the object position coordinates – and sometimes the first and second derivatives, to make up a flow vector that contains spatio-temporal information of each moving object [13]. By collecting motion data over sufficiently long time slots, trajectories can be learnt by means of clustering methods [14] or Hidden Markov Models (HMM) [15], which have been previously used for diverse applications such as interaction analysis [16] or identification of abnormal situations [17]. It has been shown that classification benefits from the time regularization effects on the position information in such cases. However, the definition of ‘object state’ can be extended to include other object properties in addition to dynamic position evolutions (i.e. motion trajectories).

One important limitation of the mentioned dynamic systems concerns the assumption that objects move along fixed trajectories throughout the scene [13]. In this work, we tackle the pedestrian/vehicle classification problem in video scenarios in which this assumption does not hold. We propose a hybrid system that consists of two main classification modules, one static and one dynamic, that run concurrently and complement each other. The main contribution lies in the extension of the definition of object state to a time variant appearance property, in order to evaluate to what extent time regularization on other object state subspaces can provide benefits to classification. This is achieved by analysing the trajectories in a content-based feature space, contrary to the use of frame coordinates or motion information as proposed in the literature so far. By defining a fusion decision rule, the static and dynamic modules are efficiently combined and a final label is emitted for the detected moving object.

The remainder of this paper is organized as follows: in Section 2 the database and the preprocessing steps are described, as well as the
feature extraction approach used. In Section 3, the proposed hybrid classification system is explained in detail. Experimental results are shown and discussed in Section 4. Finally, in Section 5 possible future work lines are mentioned and conclusions are drawn.

2. IMAGE PREPROCESSING AND FEATURE SPACE

The video sequences used in this work are extracted from the VIRAT database [18], which has been recently used for object classification purposes [2]. One of the main reasons for using this database is that it presents real scenarios in which cars and pedestrians move freely through the same areas and at comparable speeds, and therefore, frame coordinates and motion information are no longer discriminant features, as highlighted in the introduction. Three video sequences (clips from now on) are selected from the VIRAT database for testing the proposed approach. For clips 1 and 2, videos used in the training and testing steps belong to the same video sequence, yet different for each video clip. In video clip 3, the training step is performed using samples of one video sequence and the testing is performed on a different sequence. In any case, a frame that is used for the training step is never used for the test. The number of training samples has been limited on purpose to a reduced number in order to present a realistic approach. Details on the number of training and testing objects are shown in Table 1.

<table>
<thead>
<tr>
<th>Clip</th>
<th>Class</th>
<th># of training objects</th>
<th># of training samples</th>
<th># of testing samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Pedestrian</td>
<td>3</td>
<td>145</td>
<td>2176</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>2</td>
<td>220</td>
<td>2120</td>
</tr>
<tr>
<td>2</td>
<td>Pedestrian</td>
<td>7</td>
<td>342</td>
<td>7828</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>1</td>
<td>51</td>
<td>1500</td>
</tr>
<tr>
<td>3</td>
<td>Pedestrian</td>
<td>3</td>
<td>145</td>
<td>7828</td>
</tr>
<tr>
<td></td>
<td>Car</td>
<td>2</td>
<td>220</td>
<td>1500</td>
</tr>
</tbody>
</table>

Table 1: Number of selected objects, training and testing samples for each experiment.

2.1. Image preprocessing

Given the large amount of works present in the literature concerning multi-object tracking methods [19], we assume that a region with a rectangular shape containing a detected object of interest is provided by the tracker. In order to build as view-independent as possible system, a ‘spatial normalization’ method in terms of homogenization of the image patch dimensions is first applied, leading to a fixed-dimension square containing the object of interest. This step is done with the purpose of a subsequent application of a multivariate feature extraction method, allowing the extraction of the same number of features for all objects regardless their shape or dimensions. The scaled patch dimensions were set to $height = width = 128$, which experimentally were found to be a suitable value.

2.2. Input space features

In this work we exploit the idea that in a real video sequence, the content of image patches corresponding to the same moving object is expected to change smoothly along time. One of the most well-known descriptors capable to extract image content related information is the Histogram of Oriented Gradients (HOG), which was first proposed by Dalal and Triggs [5] for people detection in video. Specifically, HOG captures edge or gradient structure that is very characteristic of the local shape and has been widely used for feature extraction [20]. HOG has been traditionally used in object detection tasks, which means that the whole frame is examined while looking for the learned target pattern. In this work, as for the other tested features, HOG is applied as an extractor of significant values from the image patch that will be used as input for the classifier. That means that, contrary to how it was originally presented, the HOG operation is applied to image patches of both classes, pedestrians and vehicles, and not to a single target pattern.

2.3. PCA feature space

The application of the HOG descriptor to the image patches yields as a result a set of features that can be rearranged into a vector of size $n$. The dimension of this vector can be efficiently reduced to a dimension $m << n$ by means of Principal Component Analysis (PCA) [21], which consists of a linear transformation of the original data.

3. THE PROPOSED METHOD

We propose to study the underlying movement patterns of the image patch content change in the feature space given by the PCA coefficients of the HOG features. Figure 2 depicts this idea. The figure shows the trajectories in the HOG-PCA feature space followed by features corresponding to a pedestrian walking and a car moving in the scene. For the car (red asterisks), features move in a smooth and more linearly way because the patch content barely changes if the camera viewpoint remains the same, except for the background pixels, whereas for the pedestrian, features lie in a closer area due to the cyclic nature of the pedestrian walking movement.
classification problem, different values of $k$ computation, which is essential for real time applications. In order to un-

3.1. Static classification

Details on each classification module are given below. 

The HMM is a generative model that has been widely used for rep-

3.2. Dynamic model

The $k$NN classifier is chosen for its simplicity and fast output com-
putation, which is essential for real time applications. In order to un-
derstand which value of $k$ best performs for the vehicle/pedestrian classification problem, different values of $k = 3, 5, 7, ..., 21$ have been tested in the experiments.

3.3. Decision fusion rule

During the first $L$ frames in which a new object comes into view, the static label is assigned to the object as it is the only label available. After the $L$-th frame, a decision rule that considers the static and the dynamic outputs is applied. If at time instant $k$ both classifiers agree on the label of the object as $y_k$, and it also matches the one emitted for this object in the previous time instant $y_{k-1}$, then that label will be assigned to the object at time $k$ as well. If the classifiers do not agree, or they do but there has been a change with respect to the previous label assigned to the object, a conflict occurs. In such case, the conflict is resolved by picking the classifier with highest self-confidence at time instant $k$, which is computed as the number times in the past $b$ frames (time instants $k - 1$, $k - 2$, ..., $k - b$) that the emitted label was the same as at time $k$. In case of conflict and equal self-confidence of both classifiers, the final label is determined by a majority voting performed on the labels assigned by both classifiers in the past $b$ frames. The buffer size is set to $b = 5$ in the experiments.

4. EXPERIMENTAL RESULTS

A collection of classification results is shown in Figure 4. In each graph, accuracy curves obtained by the static classifier (represented for comparison purposes as it represents the classical classification system) and by the proposed hybrid system are shown together. Notice the double $x$ axis, representing each one an inherent parameter of the static and the hybrid classifiers, namely the number of neighbours $k$ in black colour for the static classifier, and the sequence length $L$ in blue colour for the hybrid system, respectively. The

![Fig. 3: General scheme of the proposed hybrid system.](Image)
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generated according to a PDF dependent on the state at each time in-
stant. This PDF is normally modeled as a mixture of $M$ Gaussians. Thus, the state-conditional observation PDF is given by:

$$b_j(O_t) = \frac{1}{(2\pi)^{m/2}|\Sigma_j|^{1/2}} \exp \left\{ -\frac{1}{2} (O - \mu_j)^T \Sigma_j^{-1} (O - \mu_j) \right\}$$

where the Gaussian is a multivariate normal distribution of the same dimensionality $m$ as the number of PCA coefficients representing the object. The parameters of the HMM are initialized to random values and the Baum-Welch algorithm is used for estimation using the forward-backward procedure [15]. In our experiments, we set $M = 1$ because we assume just a single typical behaviour for each object, and the number of states is set to $Q = 2$. A higher number of states would increase the computational time remarkably, making the system unfeasible for real-time applications.

For classification purposes, one HMM must be trained for each class. The learning problem basically consists of finding the param-
eters of a HMM model $\lambda_k = (A, B, \pi)$ given a sequence of ob-
servations $O = O_1, ..., O_T$. The target of the learning problem is to maximize $P(O|\lambda_k)$, which can be solved using the Baum-Welch algorithm [15]. Once the HMMs for all classes have been trained, the classification of new objects can be performed by computing the likelihood of each HMM for describing the test feature trajectory $O_{test}$ in the HOG-PCA feature space. The assigned class is the one associated to the HMM that maximizes the likelihood given the test sequence $O_{test}$. Regarding the length of the observation sequence $L$, different values ranging from $L = 2, ..., 5$ have been tested, as we expect to find the movement patterns in a short time slot, specially those regarding pedestrians.

- $b$ times in the past
- $L$ different values ranging from $L = 2, ..., 5$ have been tested, as we expect to find the movement patterns in a short time slot, specially those regarding pedestrians.

\begin{equation}
\lambda = (A, B, \pi)
\end{equation}

and is designed to have $Q$ states. The transition matrix $A = \{a_{ij}\}, i, j = 1, ..., Q$ explains the probability of transition from state $i \rightarrow j$. Each state has a probability distribution function over the possible output observation, denoted by the elements of $B = \{b_j\}$. Finally, $\pi_j$ denotes the probability for the system to start in state $i$. As the possible values in the feature space are not restricted to a limited set of discrete values, we propose the use of continuous density HMMs in which each emitted observation is

\[b_j(O_t) = \frac{1}{(2\pi)^{m/2}|\Sigma_j|^{1/2}} \exp \left\{ -\frac{1}{2} (O - \mu_j)^T \Sigma_j^{-1} (O - \mu_j) \right\} \]

where the Gaussian is a multivariate normal distribution of the same dimensionality $m$ as the number of PCA coefficients representing the object. The parameters of the HMM are initialized to random values and the Baum-Welch algorithm is used for estimation using the forward-backward procedure [15]. In our experiments, we set $M = 1$ because we assume just a single typical behaviour for each object, and the number of states is set to $Q = 2$. A higher number of states would increase the computational time remarkably, making the system unfeasible for real-time applications.

For classification purposes, one HMM must be trained for each class. The learning problem basically consists of finding the param-
eters of a HMM model $\lambda_k = (A, B, \pi)$ given a sequence of ob-
servations $O = O_1, ..., O_T$. The target of the learning problem is to maximize $P(O|\lambda)$, which can be solved using the Baum-Welch algorithm [15]. Once the HMMs for all classes have been trained, the classification of new objects can be performed by computing the likelihood of each HMM for describing the test feature trajectory $O_{test}$ in the HOG-PCA feature space. The assigned class is the one associated to the HMM that maximizes the likelihood given the test sequence $O_{test}$. Regarding the length of the observation sequence $L$, different values ranging from $L = 2, ..., 5$ have been tested, as we expect to find the movement patterns in a short time slot, specially those regarding pedestrians.

\[\lambda = (A, B, \pi)\]

and is designed to have $Q$ states. The transition matrix $A = \{a_{ij}\}, i, j = 1, ..., Q$ explains the probability of transition from state $i \rightarrow j$. Each state has a probability distribution function over the possible output observation, denoted by the elements of $B = \{b_j\}$. Finally, $\pi_j$ denotes the probability for the system to start in state $i$. As the possible values in the feature space are not restricted to a limited set of discrete values, we propose the use of continuous density HMMs in which each emitted observation is
The accuracy curves make evident that the hybrid system outperformed (or at least equalled) the static classifier performance in all experiments. Furthermore, there is a low dependency of the hybrid classifier on the whole system internal parameters, that is, its superiority happens for all values of nearest neighbours \( k \), sequence lengths \( L \), and for different PCA feature space dimensions, being \( m = 3 \) the number of PCA coefficients that yielded best results in more cases for all video clips, but not the only possible value that performed satisfactorily.

Overall, the hybrid system provided better results for clip 1 than for clip 2. This is a fair result given the characteristics of the training and testing number of objects used in each one: in clip 2 only one car and seven pedestrians appear during the training stage, whereas the training dataset for clip 1 is more balanced (see Table 1 for details). The introduction of the fusion rule allowed for the correction of isolated classification errors made by the single classifiers, reaching up to 100% accuracy for different parameters of the system tested on clip 1. For video clip 2, the improvement introduced by the hybrid system is highly noticeable with respect to the static classifier, increasing the accuracy rate from 77.78% (peak value obtained for the brid classifier on the whole system internal parameters, that is, its methods tested for this specific classification task.

The computational cost of the complete hybrid system is assessed by measuring the time needed for different numbers of principal components \( m \) used for both the dynamic and static classifiers. Results are shown in Table 2. Videos of VIRAT database are recorded at frame rates ranging 25 – 30 Hz, which means that methods requiring times over 0.034 – 0.040s are not suitable for real time execution. However, it is worth highlighting that for the dynamic part of the system, introducing a frame step so that not all the frames are processed but one every 3 – 5 frames is not only acceptable, but even recommendable, as skipping some frames allows the learning of the dynamics better than with a frame-by-frame approach, in which content changes are hardly noticeable and therefore, longer sequence lengths are needed for the learning step. As expected, there is an increasing demand of computational time when the number of objects to be processed simultaneously in one frame increases. PCA-HOG features showed real time performance up to 5 objects appearing simultaneously in the scene. All the reported time measurements correspond to the average time computed over all the frames showing the same number of objects.

Finally, we would like to point out that, even though finding the optimal features for the vehicle/pedestrian classification task is out of the scope of this work, other content-based local features such as 2D wavelet coefficients and Canny and Sobel detectors were also tested in the same way as HOG descriptor was. Complete set of results is not shown due to space limitations but in all cases, the hybrid system outperformed the static one, and HOG descriptor proved to be the most suitable one among all the mentioned feature extraction methods tested for this specific classification task.

### Table 2: Average computational times (secs) for the hybrid system for different number of objects appearing simultaneously in the scene.

<table>
<thead>
<tr>
<th>Number of PCs</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m = 3 )</td>
<td>0.0087</td>
<td>0.0150</td>
<td>0.0200</td>
<td>0.0253</td>
<td>0.0372</td>
<td>0.0423</td>
<td>0.0499</td>
</tr>
<tr>
<td>( m = 4 )</td>
<td>0.0086</td>
<td>0.0152</td>
<td>0.0215</td>
<td>0.0262</td>
<td>0.0406</td>
<td>0.0465</td>
<td>0.0571</td>
</tr>
<tr>
<td>( m = 5 )</td>
<td>0.0088</td>
<td>0.0148</td>
<td>0.0201</td>
<td>0.0257</td>
<td>0.0411</td>
<td>0.0481</td>
<td>0.0527</td>
</tr>
</tbody>
</table>

### 5. CONCLUSIONS AND FUTURE WORK

In this work, a system for vehicle/pedestrian classification is proposed, in which the strengths of static and dynamic classifiers are joint to generate a more accurate hybrid classifier for video applications. The study of the dynamic aspects of the moving objects is introduced in a novel way, in which a HMM learns the underlying trajectory patterns followed by content-based HOG-PCA features, instead of by trajectories of objects themselves in the scene. The decisions cast by both classifiers are combined by means of a fusion decision rule, which shows a considerable improvement in terms of classification accuracy results.

An extension of the proposed method for a multi-object framework may be easily achieved, as both the \( k \)NN and the HMM-based model can be trained for a multi-class task. Computational time should be then considered carefully, specially for the dynamic module, which might make the whole system become unfeasible for real-time applications.
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