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The atomic nucleus is made of protons and neu-
trons (nucleons), that are themselves composed
of quarks and gluons. Understanding how the
quark-gluon structure of a nucleon bound in an
atomic nucleus is modified by the surrounding nu-
cleons is an outstanding challenge. Although ev-
idence for such modification, known as the EMC
effect, was first observed over 35 years ago, there
is still no generally accepted explanation of its
cause [1–3]. Recent observations suggest that the
EMC effect is related to close-proximity Short
Range Correlated (SRC) nucleon pairs in nu-
clei [4, 5]. Here we report the first simultane-
ous, high-precision, measurements of the EMC
effect and SRC abundances. We show that the
EMC data can be explained by a universal mod-
ification of the structure of nucleons in neutron-
proton (np) SRC pairs and present a first data-
driven extraction of this universal modification
function. This implies that, in heavier nuclei with
a lot more neutrons than protons, each proton is
more likely than a neutron to belong to an SRC
pair and hence to have its quark structure dis-
torted.

We study nuclear and nucleon structure using high-
energy electron scattering from nuclear targets. The en-
ergy and momentum transferred from the electron to
the target determines the space-time resolution of the
reaction, and thereby which objects are probed (i.e.,
quarks or nucleons). To study the structure of nuclei in
terms of individual nucleons, we use scattering in quasi-
elastic (QE) kinematics where the transferred momen-
tum ranges from 1–2 GeV/c and the transferred energy
is consistent with elastic scattering from a moving nu-
cleon. To study the structure of nucleons in terms of
quarks and gluons, we use scattering in Deep Inelastic
Scattering (DIS) kinematics with larger transferred ener-
gies and momenta.

Atomic nuclei are broadly described by the nuclear
shell model, in which protons and neutrons move in well-
defined quantum orbitals, under the influence of an av-
erage mean-field created by their mutual interactions.
The internal quark-gluon substructure of nucleons was
originally expected to be independent of the nuclear en-
vironment because quark interactions occur at shorter-
distance and higher-energy scales than nuclear interac-
tions. However, DIS measurements indicate that quark
momentum distributions in nucleons are modified when
nucleons are bound in atomic nuclei [1, 2, 6, 7], breaking
down the scale separation between nucleon structure and
nuclear structure.

This scale separation breakdown in nuclei was first ob-
served thirty-five years ago in DIS measurements per-

formed by the European Muon Collaboration (EMC) at
CERN [8]. These showed a decrease of the DIS cross-
section ratio of iron to deuterium in a kinematical region
corresponding to moderate- to high-momentum quarks in
the bound nucleons. The EMC effect has been confirmed
by subsequent measurements on a wide variety of nuclei,
using both muons and electrons, and over a large range
of transferred momenta, see reviews in [1, 2, 6, 7]. The
maximum reduction in the DIS cross-section ratio of a
nucleus relative to deuterium increases from about 10%
for 4He to about 20% for Pb.

The EMC effect is now largely accepted as evidence
that quark momentum distributions are different in
bound nucleons relative to free nucleons [1, 2, 7]. How-
ever, there is still no consensus as to the underlying nu-
clear dynamics driving it.

Currently, there are two leading approaches for de-
scribing the EMC effect, which are both consistent with
data: (A) all nucleons are slightly modified when bound
in nuclei, or (B) nucleons are unmodified most of the
time, but are modified significantly when they fluctuate
into SRC pairs. See Ref. [1] for a recent reveiw.

SRC pairs are two strongly-interacting nucleons in
close proximity, see e.g. [1, 12]. They have been well-
studied using electron scattering experiments in QE kine-
matics, which show that the formation of SRC pairs de-
creases the occupancy of mean-field nuclear states (which
have typical momenta up to about the Fermi-momentum,
k < kF ≈ 250 MeV/c for medium to heavy nuclei),
and leads to the formation of a high-momentum tail of
the nuclear momentum distribution for k > kF . This
tail has a similar shape for all nuclei. The relative
abundance of SRC pairs is related to the ratio of in-
clusive (e, e′), QE electron scattering cross sections of
nucleus with atomic mass A to deuterium [11, 13–15].
Recently, semi-inclusive QE electron-scattering measure-
ments on C, Al, Fe, and Pb [16–21] showed that SRC
nucleons are “isophobic”; i.e., similar-nucleon pairs are
much less likely than dissimilar-nucleon pairs, leading to
many more neutron-proton (np) SRC pairs than neutron-
neutron (nn) and proton-proton (pp) pairs, even in nuclei
such as lead with 50% more neutrons than protons. The
probability for a neutron added to the nucleus to be part
of an np-SRC pair remains approximately constant, while
the probability for a proton increases approximately as
N/Z, the relative number of neutrons to protons [21].

The first experimental evidence supporting the SRC-
modification hypothesis as an explanation for the EMC
effect came from comparing the abundances of SRC pairs
in different nuclei with the size of the EMC effect. Not
only do both increase from light to heavy nuclei, but
there is a robust linear correlation between them [4, 5].
This suggests that the EMC effect might be related to
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FIG. 1: | DIS and QE (e, e′) Cross-section Ratios. (left) The per-nucleon cross section ratios of nucleus with atomic number A
to deuterium for DIS kinematics (0.2 ≤ xB ≤ 0.6, Q2 > 1.5 GeV2, and W ≥ 1.8 GeV). The solid points show the data of this
work, the open squares the data of [9] and the open triangles show the data of [10]. The red lines show the linear fit. (right)
The per-nucleon cross section ratios of nucleus A to deuterium for QE kinematics (0.8 ≤ xB ≤ 2.0, and Q2 > 1.5 GeV2). The
solid points show the data of this work and the open squares the data of [11]. The red lines show the constant fit. The data
are not isoscalar corrected (i.e., not corrected for the different electron-proton and electron-neutron elementary cross sections).

the high momentum nucleons in nuclei.

The analysis reported here was motivated by the quest
to understand the underlying patterns of nucleon struc-
ture modification in nuclei and how this varies from sym-
metric to asymmetric nuclei. We performed both the
first simultaneous measurement of the EMC effect and
SRC cross section ratios and the first simultaneous mea-
surement on both deuterium and heavier nuclei. This
allowed us to determine the EMC Effect and SRC cross
section ratios with better accuracy. We observe that (1)
the measured per-proton EMC Effect and SRC probabil-
ities continue to increase for all measured nuclei, (2) the
per-neutron ones stop increasing at A = 12, and (3) the
EMC-SRC correlation is no longer linear when the EMC
data is not corrected for unequal numbers of proton and
neutrons. The data support our model that characterizes
the EMC Effect in all nuclei via a single universal func-
tion describing the modification of nucleons in np-SRC
pairs. We extract this universal modification function
from the data. The model predictions are shown to be in
full agreement with the data.

We analyzed experimental data taken using the CLAS
spectrometer [22] at the Thomas Jefferson National Ac-
celerator Facility (Jefferson Lab). A 5.01 GeV electron
beam impinged upon a dual target system with a liquid
deuterium target cell followed by a foil of either C, Al,
Fe or Pb [23]. The scattered electrons were detected in
CLAS over a wide range of angles and energies. CLAS
used a toroidal magnetic field with six sectors of drift
chambers, scintillation counters, Cerenkov counters and
electromagnetic calorimeters to identify electrons and re-
construct their trajectories [22]. This is the first inclusive
SRC measurement of both Al and Pb, as well as the first
EMC measurement on Pb. For the other measured nu-
clei and reactions, our data are consistent with previous

measurements but with reduced uncertainties.

We identified electrons by requiring that the track orig-
inated in the liquid deuterium or solid targets, produced
a large enough signal in the Cerenkov counter, and de-
posited enough energy in the Electromagnetic Calorime-
ter, see [20, 24] for details.

The electron scatters from the target by exchanging a
single virtual photon with momentum ~q and energy ν,
giving a four-momentum transfer Q2 = |~q|2 − ν2. We
use these variables to calculate the invariant mass of the
nucleon plus virtual photon W 2 = (m+ν)2−|~q|2 (where
m is the nucleon mass) and the scaling variable xB =
Q2/2mν.

We extracted cross-section ratios from the measured
event yields by correcting for experimental conditions
(detector live time, accumulated beam-charge and rel-
ative target thicknesses), acceptance and momentum re-
construction effects (detection efficiency, finite accep-
tance and bin-migration), reaction effects (radiative and
Coulomb effects), and bin-centering effects. See Methods
for details.

The DIS data was cut on Q2 > 1.5 GeV2 and the
invariant mass of the proton plus virtual photon, W >
1.8 GeV, which is just above the resonance region [25]
and much higher than the W > 1.4 GeV cut used in
previous JLab measurements [10]. As a sensitivity study,
we examined several combinations of Q2 and W cuts in
the range of 1.5−2.5 GeV2 and 1.8−2 GeV respectively.
The extracted EMC slopes are insensitive to these cut
variations (see Extended Data Table X).

Figure 1 shows the extracted DIS and QE cross-section
ratios for scattering off the solid target relative to deu-
terium as a function of xB . For DIS, xB represents
the momentum fraction of the struck quark. None of
the ratios presented have isoscalar corrections (cross sec-
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FIG. 2: | Universality of SRC pair quark distributions. The EMC effect for different nuclei, as observed in (left) ratios of
FA
2 /F

d
2 as a function of xB and (right) the modification of SRC pairs, as described by the right-hand side of Eq. 2. Different

colors correspond to different mass-number nuclei, as indicated by the color scale on the right. The open circles are the SLAC
data of [9] and the open squares are the Jefferson Lab data of [10]. The nucleus-independent (universal) behavior of the SRC
modification, as predicted by the np-SRC dominance model, is clearly observed. The gray bands in both figures show the
median normalization uncertainty. See methods for details on the analysis of previous data from Refs. [9, 10].

FIG. 3: | EMC and universal modification function slopes.
The slopes of the EMC effect for different nuclei from Fig. 2a
(blue) and of the universal function from Fig. 2b (red).

tion corrections for unequal numbers of protons and neu-
trons), in contrast to much published data. We do this
for two reasons, (1) to focus on asymmetric nuclei and
(2) because the isoscalar corrections are model-dependent
and differ between experiments [9, 10] (see Methods and
Extended Data Fig. 1). The per-nucleon nuclear struc-
ture function ratios [FA2 (xB)/A]/[F d2 (xB)/2] is assumed
to equal the per-nucleon cross section ratios (see Meth-
ods) [2, 7]. The ratio of structure functions FA2 /F

d
2 is

related to the ratio of the quark momentum distribu-
tions in nucleus A and deuterium [2, 7]. The magni-
tude of the EMC effect is defined by the slope of ei-
ther the cross section or the structure function ratios for
0.3 ≤ xB ≤ 0.7. The typical normalization uncertainty
of 1–2% introduces a negligible slope uncertainty.

We determined the relative probability for a nucleon to
belong to an SRC pair, a2, from the average value of the
inclusive QE electron-scattering per-nucleon cross section
ratios of nucleus A compared to deuterium at momentum

transfer Q2 > 1.5 GeV2 and 1.5 ≤ xB ≤ 2 (the red lines
in Fig. 1(right), see Methods for details).

Motivated by the correlation between the size of the
EMC Effect and the SRC pair density (a2), we model
the modification of the nuclear structure function, FA2 ,
as due entirely to the modification of np-SRC pairs.
FA2 is therefore decomposed into contributions from un-
modified mean-field protons and neutrons (the first and
second terms in Eq. 1), and np-SRC pairs with modified
structure functions (third term):

FA2 = (Z − nASRC)F p2 + (N − nASRC)Fn2 + nASRC(F p∗2 + Fn∗2 )

= ZF p2 +NFn2 + nASRC(∆F p2 + ∆Fn2 ),

(1)

where nASRC is the number of np-SRC pairs in nucleus A,
F p2 (xB , Q

2) and Fn2 (xB , Q
2) are the free proton and neu-

tron structure functions, F p∗2 (xB , Q
2) and Fn∗2 (xB , Q

2)
are the average modified structure functions for protons
and neutrons in SRC pairs, and ∆Fn2 = Fn∗2 − Fn2 (and
the same for ∆F p2 ). F p∗2 and Fn∗2 are assumed to be the
same for all nuclei. In this simple model, nucleon motion
effects [1–3], which are also dominated by SRC pairs due
to their high relative momentum, are folded into ∆F p2
and ∆Fn2 .

This model resembles that used in [26]. However, that
work focused on light nuclei and did not determine the
shape of the modification function. Similar ideas us-
ing factorization were discussed in [1], for example [27]
where a model-dependent ansatz for the modified struc-
ture functions was shown to be able to describe the EMC
data. The analysis presented here is the first data driven
determination of the modified structure functions for nu-
clei from 3He to lead.

Since there are no model-independent measurements of
Fn2 , we apply Eq. 1 to the deuteron, allowing us to rewrite
Fn2 as F d2 −F p2 −ndSRC(∆F p2 +∆Fn2 ) and rearrange Eq. 1
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FIG. 4: | Growth and saturation of the EMC effect in protons and neutrons. The (left) per-neutron and (right) per-proton
strength of the EMC effect versus the corresponding per-neutron and per-proton number of SRC pairs. New data are shown
by squares and existing data by circles. The dashed line shows the results of Eq. 2 using the universal modification function
shown in Fig. 2 for symmetric N = Z nuclei. The solid line shows the same results for the actual nuclei.

to get:

ndSRC(∆F p2 + ∆Fn2 )

F d2
=

FA
2

Fd
2
− (Z −N)

Fp
2

Fd
2
−N

(A/2)a2 −N
, (2)

where a2 is the measured per-nucleon cross section ratio
shown by the red lines in Fig. 1, and is equivalent to the
per-nucleon SRC-pair density ratio of nucleus A and deu-
terium: (nASRC/A)/(ndSRC/2). We used the parametriza-
tion of F p2 /F

d
2 from Ref. [28].

Since ∆F p2 + ∆Fn2 is assumed to be nucleus-
independent, our model predicts that the left-hand side
of Eq. 2 should be a universal function (i.e., the same
for all nuclei). This requires that the nucleus-dependent
quantities on the right-hand side of Eq. 2 combine to give
a nucleus-independent result.

The left panel of Figure 2 shows
[FA2 (xB)/A]/[F d2 (xB)/2], the per-nucleon structure
function ratio of different nuclei relative to deuterium
without isoscalar corrections. The approximately linear
deviation from unity for 0.3 ≤ xB ≤ 0.7 is the EMC
effect, which is larger for heavier nuclei. The right panel
shows the relative structure modification of nucleons in
np-SRC pairs, ndSRC(∆F p2 + ∆Fn2 )/F d2 , extracted using
Eq. 2.

The EMC slope for all measured nuclei increases mono-
tonically with A (see Fig. 3). However, the slope of the
SRC-modified structure function is the same for all nuclei
within uncertainties. Even 3He, which has a dramati-
cally different structure function ratio due to its extreme
proton to neutron ratio of 2, has a remarkably similar
modified structure function with the same slope as the
other nuclei. Thus, we conclude that the magnitude of
the EMC effect in different nuclei can be described by the
abundance of np-SRC pairs and that the proposed SRC-
pair modification function is, in fact, universal. This uni-

versality appears to hold beyond xB = 0.7.
To further test the np-SRC model, we consider the iso-

phobic nature of SRC pairs (i.e., np-dominance), which
leads to an approximately constant probability for a neu-
tron to belong to an SRC pair in medium to heavy nuclei,
while the proton probability increases as N/Z [21]. If the
EMC effect is indeed driven by high-momentum SRCs,
then in neutron-rich nuclei both the neutron EMC ef-
fect and the SRC probability should saturate, while for
protons both should grow with the nuclear mass and the
neutron excess.

We tested this by calculating the QE per-proton and
per-neutron cross section ratios, ap2 = (σA/Z)/σd and
an2 = (σA/N)/σd, of various nuclei compared to deu-
terium in SRC kinematics at Q2 > 1.5 GeV2 and xB >
1.5. We also calculated the slopes of the DIS per-proton
and per-neutron cross section ratios of various nuclei
to deuterium, dRpEMC/dx and dRnEMC/dx, respectively.
See Methods for details.

Figure 4 shows the per-proton and per-neutron EMC
slopes as a function of ap2 and an2 , respectively. The EMC
data are not isoscalar-corrected in order to focus on the
separate behavior of protons and neutrons. Neither cor-
relation is linear, unlike the previous EMC-SRC correla-
tion result [4, 5], which used isoscalar-corrected EMC
data. (When isoscalar corrections are applied to the
EMC slopes, then the per-neutron and per-proton EMC-
SRC correlations become linear, see Extended Data
Fig. 2 and 3.)

This simple rescaling of the previous EMC-SRC cor-
relation result [4, 5], as expected, does not change the
EMC-SRC correlation or its slope. However, the per-
neutron and per-proton results differ significantly. Be-
cause the probability that a neutron belongs to an SRC
pair does not increase for nuclei heavier than C (A =
12) [21], our model predicts that the per-neutron EMC
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effect (i.e., the slope of
FA

2 /N

Fd
2 /1

) will also not increase for

A ≥ 12 (see Fig. 4 and extended data Fig. 3). In con-
trast, the probability that a proton belongs to an SRC
pair continues to increase for all measured nuclei [21] and
therefore the per-proton EMC effect should continue to
increase for all measured nuclei. This saturation / no-
saturation is a non-trivial prediction of our model.

In the per-neutron correlation, the proton-rich 3He
point is far below the simple straight line, while the
neutron-rich Fe and Pb points are above it. In the per-
proton correlation, the proton-rich 3He point is below the
simple straight line for N = Z nuclei, while the increas-
ingly neutron-rich heavy nuclei are above it. These fea-
tures of the data are also well-described by the np-SRC
dominance model.

We can use our model to extract the free neutron-to-
proton structure function ratio, Fn2 /F

p
2 , by applying Eq.

1 to the deuteron and using the measured proton and
deuteron structure functions and the universal function
shown in Fig. 2 (see Extended Data Fig. 1). In addi-
tion to its own importance, this Fn2 can be used to ap-
ply self-consistent isoscalar corrections to the EMC ef-
fect data (see Eq. 7 in the methods section). These
isoscalar-corrected data are in overall agreement with the
N = Z model prediction (see Extended Data Fig. 3). The
isoscalar-corrected per-neutron EMC and SRC strengths
do not grow for nuclei heavier than C, while the per-
proton ones do. This agrees with the isophobic nature of
SRCs and implies that a larger fraction of protons relative
to neutrons are modified in neutron-rich nuclei, suggest-
ing a larger EMC effect for protons than for neutrons.

A larger proton EMC effect has several implications.
As the proton has 2 u-quarks and 1 d-quark while the
neutron has 2 d-quarks and 1 u-quark, the larger average
modification of the protons’ structure implies a larger av-
erage modification of the distribution of u-quarks in the

nucleus as compared to d-quarks. This has significant
implications for the extraction of the standard-model
Weinberg mixing angle from (anti) neutrino-nucleus DIS,
known as the NuTeV anomaly. Ref. [29] pointed out that
the NuTeV anomaly could be due to differences between
the proton and the neutron due to mean field effects. Our
model provides an alternative dynamical mechanism due
to np SRC pairs.

A larger proton EMC effect could have a similar impact
on the future extraction of fundamental properties of the
neutrino in experiments such as DUNE (which plans to
use the asymmetric nucleus 40Ar) should DIS reactions
contribute considerably to the event rate.

The association of the EMC effect with np-SRC pairs
will be tested directly by measuring semi-inclusive DIS
off the deuteron, tagged by the detection of a high-
momentum backward-recoiling proton or neutron [30].
These Jefferson Lab experiments will directly quan-
tify the relationship between the momentum and the
structure-function modification of bound nucleons to see
whether all nucleons are modified or primarily just the
high-momentum nucleons in SRC pairs.

In conclusion, new high-energy electron-scattering
measurements on neutron-rich nuclei provide further in-
sight into the quark-gluon structure of nucleons bound
in nuclei. Driven by these data, we show that the EMC
Effect can be described by a model in which the inter-
nal structure of bound nucleons is unmodified most of
the time, but is significantly modified when a proton
and a neutron temporarily overlap, forming a short-range
correlated pair. This temporary modification, on aver-
age, affects a greater fraction of protons than neutrons
in asymmetric neutron-rich nuclei. These findings show
a coupling between short-distance nuclear structure and
quark-gluon dynamics.
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Methods

Target setup, vertex reconstruction, and back-
ground subtraction. The experiment used a specially
designed double target setup, consisting of a 2 cm long
cryo-target cell, containing liquid deuterium, and a solid-
target [31]. The cryo-target cell and solid-target were
separated by 4 cm, with a thin isolation foil between
them. Both targets and the isolation foil were kept in the
beam-line simultaneously. This allowed for an accurate
measurement of cross-section ratios for nuclei relative to
deuterium. A dedicated control system was used to po-
sition one of six different solid targets (thin and thick
Al, Sn, C, Fe, and Pb, all in natural abundance) at a
time during the experiment. The main data collected
during the experiment was for a target configuration of
deuterium + C, Fe, or Pb and also for an empty cryo-
target cell with the thick Al target.

Electrons scattering from the solid and cryo-targets
were selected using vertex cuts with a resolution of sev-
eral mm (depending on the scattering angle), which
is sufficient to separate the targets which are 4 cm
apart [20]. We considered events with reconstructed elec-
tron vertex up to 0.5 cm outside the 2 cm long cryo-target
to originate from the deuterium. Similarly, for the solid
target, we considered events with reconstructed electron
vertex up to 1.5 cm around it.

There are two main sources of background in the mea-
surement: (1) electrons scattering from the Al walls
of the cryo-target cell, (2) electrons scattering from
the isolation foil between the cryo-target and solid tar-
get. When the vertex of these electrons is reconstructed
within the region of the deuterium target they falsely
contribute to the cross-section associated with the deu-
terium target. Data from measurements done using an
empty cryo-target is used to subtract these contributions.
In the case of QE scattering, at xB > 1, these measure-
ments do not have enough statistics to allow for a reliable
background subtraction. We therefore require QE deu-
terium electrons to be reconstructed in the inner 1-cm of
the 2-cm long cryo-target. This increases the reliability
of the background subtraction at the cost of reducing the
deuterium statistics by a factor of two.

Data from runs with a full cryo-target and no solid
target were used to subtract background from electron
scattering events with reconstructed vertex in the solid
target region, originating from the isolation foil or cryo-
target.
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To increase statistics, the analysis combined all deu-
terium data, regardless of the solid target placed with it
in the beam line. We only consider runs where the elec-
tron scattering rate from the cryo-target deviated by less
than 4% from the average.

The systematic uncertainties associated with the ver-
tex cuts, target wall subtraction, and combination of deu-
terium data from different runs are detailed below.
Cross-section ratio extraction. Inclusive (e, e′) cross
sections are differential in two variables, typically xB and
Q2. We extract ratios of cross-sections for nuclei relative
to Deuterium as a function of xB , integrated over Q2. As
CLAS has a large acceptance (as seen in Extended Data
Fig. 4), the integration over Q2 covers a wide range of
about 1.5 – 5 GeV2. However, as the EMC and QE ratios
are Q2 independent this is not a limitation [2, 9, 13–15].

The cross-section extraction is done by weighting each
measured event to correct for experimental effects as fol-
lows

weight =
RC × CC

NORM ×ACC ×BC × ISO, (3)

where NORM is the experimental luminosity (beam
charge times target thickness times the experimental live
time), ACC is the acceptance correction and bin migra-
tion factor, RC is the radiative correction factor, CC is
the Coulomb correction factor, BC is the bin centering
correction and ISO is the isoscalar correction which can
be applied to the xB < 1 (DIS) data. We include the
isoscalar correction here for completeness since it was ap-
plied to previously published data but we do not apply
it to the data shown here. These corrections and their
associated systematic uncertainties are discussed in de-
tail below. The resulting cross-section ratios and their
uncertainties are listed in Extended Data Tables I and
II.

Model cross section: The application of the correc-
tion factors used in Eq. 3 requires a model for both
the Born and radiative cross-section in our kinematical
phase-space of interest. We use here the code INCLU-
SIVE [32] that was used also in previous analyses [14, 15]
and well reproduces the measured data of this work (see
Extended Data Figs. 5 and 6). The model cross-sections
are generated on a fine two-dimensional grid of xB and
Q2 and are linearly interpolated to determine the model
cross-section at any location between the grid points.

Acceptance Corrections (ACC): As the liquid deu-
terium and solid targets were placed at slightly different
locations along the beam-line, the detector acceptance for
scattered electrons from each target is slightly different.
This difference affects the measured relative yield and
thus needs to be corrected for. In addition, the detector
momentum and scattering angle reconstruction resolu-
tion introduces bin migration. The latter occurs when
a particle with a certain momentum and angle is recon-
structed with a slightly different momentum and angle
and therefore is assigned to an incorrect xB and Q2 bin.

We determined the combined acceptance and bin mi-
gration corrections using the CLAS monte-carlo simu-

lation as follows: we generated electrons uniformly in
solid angle and energy, with vertices either in the solid
target or along the liquid target. We then passed these
events through the standard CLAS simulation chain, and
weighted each event by its radiative model cross-section,
σRad(xgen, Q

2
gen) where (xgen, Q

2
gen) are the kinematics

of the generated electron. For the QE data, we finely
binned the simulated events in Q2 and xB . For the DIS
data, Q2 and W bins were used because kinematic cuts
are applied to these variables. For each bin, the com-
bined acceptance and bin migration correction factor is
defined as

ACC =
Σreconstructedσrad(xgen, Q

2
gen)

Σgeneratedσrad(xgen, Q2
gen)

, (4)

where Σgenerated refers to the sum over all generated elec-
trons in that bin, and Σreconstructed refers to the sum
over all generated electrons that were detected and re-
constructed by CLAS in that bin. The numerator in-
cludes events that migrated in (i.e., were generated with
(xB , Q

2) outside the bin, but were reconstructed with
(xB , Q

2) inside the bin) and excludes events that mi-
grated out (i.e., were generated with (xB , Q

2) in that bin
but were reconstructed with (xB , Q

2) outside the bin).
Radiative Corrections (RC): Radiative corrections are

applied to obtain the underlying Born cross section from
the measured radiated data. This is done by using the
cross-section model, calculated without and with radia-
tive effects. The latter is done using the prescription of
Ref. [33]. For each event, we calculated the radiative
correction as

RC =
σBorn(xB , Q

2)

σRad(xB , Q2)
, (5)

where the Born and radiated cross sections are calculated
at the kinematics of each event.

Coulomb Corrections (CC): As electrons scatter from
a nucleus, they are first accelerated and then decelerated
by the electric field of the nucleus. This means that the
measured beam energy and scattered momentum are not
equivalent to the values they have at the reaction vertex.
Using the Effective Momentum Approximation (EMA)
[34], both the initial and final electrons energies at the
reaction vertex are higher by an amount ∆E as compared
to their measured values. The calculation of ∆E for our
beam energy and targets was done in Ref. [20].

The Coulomb Correction factors are given by the ratio
of the cross section calculated at the Coulomb shifted and
un-shifted kinematics times a focusing factor as follows

CC =
Born(E,E′, θ)

σBorn(E + ∆E,E′ + ∆E, θ)
(E/(E+∆E))2, (6)

where E, E, and θ are at the kinematics of each event.
Isoscalar Corrections (ISO): Previous studies of the

EMC effect [8–10] included an isoscalar correction fac-
tor to account for the unequal number of protons and
neutrons in many nuclei. This correction factor adjusts
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the measured per-nucleon cross-section for nucleus A to a
new value which represents the per-nucleon cross-section
for a nucleus A with equal numbers of neutrons and pro-
tons. This correction factor is given by

ISO =

A
2 (1 + σn

σp
)

Z +N σn

σp

, (7)

where σn and σp are the elementary electron-neutron and
electron-proton cross sections, respectively. The lack of a
free neutron target makes this correction strongly model-
dependent (see Extended Data Fig. 1). Therefore, we
have not applied isoscalar correction in this work for
either DIS and QE cross-section ratios, except for Ex-
tended Data Fig. 3 where we used σn

σp
extracted from

our data and the universal modification function (see Ex-
tended Data Fig. 1).

Bin Centering Correction (BC): As the cross-sections
fall rapidly as a function of xB , binning the data could
bias the extracted values of the cross-section ratio in a
bin-width dependent manner. Bin centering corrections
are therefore used to move each event from its actual
location in the (xB , Q

2) bin to the center of the bin as

BC =
σborn(xcenter, Q

2
event)

σborn(xevent, Q2
event)

, (8)

where xevent is the measured xB of the event and xcenter
is the value of the center of the xB-bin that the event is
associated with.

The DIS and QE cross-section ratios were extracted us-
ing bin width of ∆xB = 0.013 for DIS and ∆xB = 0.043
for QE (except for the three highest QE points that used
wide bins of ∆xB = 0.086). As a sensitively study we
examined additional binnings of ∆x = 0.010, 0.020, 0.040
for DIS and ∆x = 0.086 for QE. The extracted EMC
slopes and SRC scaling coefficients were not sensitive to
the bin-width choice.
Systematic Uncertainties. The corrections and
weighting factors used in the cross-section ratio extrac-
tion procedure described above introduce systematic un-
certainties to the resulting cross-section ratios. Here we
list each source of systematic uncertainty, how it was
evaluated, and its magnitude. We consider both over-
all normalization and point-to-point uncertainties. The
latter are added in quadrature to the statistical uncer-
tainties of the cross-section ratio in each xB bin while
the former are common normalization uncertainties for
all xB bins of a given cross-section ratio. Extended Data
Tables III and IV list the resulting point-to-point and
normalization uncertainties for DIS and QE cross-section
ratios respectively. We also consider systematic uncer-
tainties arising from the analysis procedure that impact
the resulting EMC slopes and QE cross-section scaling
coefficients. These are detailed below.

Beam Charge and Time-Dependent Instabilities: Since
we combine all the deuterium runs when calculating the
cross-section ratios, our absolute normalization is sensi-
tive to changes in the beam charge monitoring devices,

fluctuations in the cryo-target, and changes to the CLAS
detector over the run period. This is estimated by exam-
ining the systematic changes in the normalized yield for
the deuterium target from different runs. We find the dis-
tribution of the deviation from the mean to be normally
distributed with a sigma of ±0.65%. We conservatively
place a systematic normalization uncertainty of 1% on
the cross-section ratio.

Target Thickness and Vertex Cuts: The uncertainty in
the cryo-target thickness has been estimated to be 1.0%.
The thicknesses of the solid targets were measured to
about 1-micron accuracy, which corresponds to a relative
uncertainty of 0.1 – 0.7%.

The cryo-target vertex cuts for DIS kinematics were 3
cm wide. We varied this cut by 0.25 cm and examined
the change in the windows-subtracted yield in each xB
bin to find a maximal change in the yield of 1.0%. In QE
kinematics, we applied a 1 cm wide cut in the center of
the cryo-target. The uncertainty due to this cut stems
from the vertex reconstruction. To test this, we measured
the reconstructed window locations for the empty target
runs and found a maximal deviation of 1% from the ideal
2-cm target length.

The final systematic uncertainty in the cross-section
ratios due to the normalization combines the cryo-target
thickness, solid-target thickness, and vertex cut uncer-
tainties. This gives a normalization uncertainty of 1.42 –
1.58% in both the DIS and QE regions.

In addition, we examine the sensitivity of the extracted
EMC slopes to using a 1 cm wide vertex cut instead of
a 3 cm wide cut for the DIS kinematics. This change
mainly affects the background levels and is included as a
systematic uncertainty on the measured slope.

Acceptance Corrections and Bin Migration: The sta-
tistical uncertainty of the acceptance correction factors
in the DIS and QE regions in each two-dimensional bin
are 0.75% and 3.0%, respectively. After summing the
data into one-dimensional bins in xB , it is reduced to
0.25% and 0.75% respectively. Since the acceptance cor-
rection factors are applied to the Deuterium and solid
target separately, the effect on the cross-section ratios
are 0.35% and 1.06% for the DIS and QE regions, re-
spectively, which we apply as a point-to-point systematic
uncertainty. In addition, we place a 0.5% normalization
uncertainty on the acceptance due to imperfections in the
detector simulation.

Bin migration is corrected for by weighting the accep-
tance map using the model cross-sections. The system-
atic uncertainty on this correction can be estimated by
examining how much bin migration affects the final ratios
if no correction were applied. We studied this by perform-
ing the acceptance corrections using the uniform genera-
tor, without weighting the events with the cross-section
model. The difference in the measured EMC slopes and
a2 values when using the two types of acceptance maps
are included as a systematic uncertainty on the EMC
slopes and a2 values.

Radiative, Coulomb, and Bin Centering Corrections:
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Point-to-point uncertainties due to the radiative correc-
tions can arise due to detector resolution and bin migra-
tion. We studied this effect for both DIS and QE regions
by comparing the generated and reconstructed weighted
simulation after applying acceptance corrections to the
reconstructed events. Then we considered the average
radiative correction in each bin using both the generated
(i.e., the true correction) and the acceptance-corrected
reconstructed (i.e., the used correction) events. We take
the ratio of the true correction to the used correction to
determine the size of the resolution effect. We see that
the effect cancels to < 0.01% in the final cross-section
ratio. Point-to-point uncertainties that are not due to
the resolution are expected to cancel in the ratio [9] and
are therefore not applied. The normalization uncertainty
on the cross-section ratios due to radiative corrections is
estimated to be 0.5% [9, 10].

Coulomb corrections use an energy shift calculated
from the Coulomb potential, which has a 10% uncer-
tainty. We study the impact of this on the Coulomb
correction factors by recalculating them using a ∆E in
Eq. 6 that is changed by 10%. For the DIS region, this
changes the Coulomb correction factor by a maximum of
only 0.1%. For the QE region, the factor changes by a
maximum of 0.2% for carbon, 0.4% for aluminum, 0.7%
for iron, and 1.0% for lead. Although there is some xB
dependence to the change in the correction factor, they
are correlated. Therefore, we conservatively apply the
maximum change for each target as a normalization un-
certainty.

Bin centering systematic uncertainties are estimated
by examining the difference in the resulting EMC slopes
and a2 values when apply the bin-centering corrections
prior to all to the other corrections in Eq. 3. Follow-
ing previous works, we also place a 0.5% point-to-point
uncertainty on the bin-centering correction factor.

Kinematic Corrections: For the QE case, we estimate
that maximum amount that the electron momentum may
be reconstructed incorrectly is 20 MeV/c, using deuteron
breakup measurements. To check the effect of this po-
tential mis-reconstruction on the cross-section ratios, we
examined the variation in the measured cross-section ra-
tio when shifting the scattered electron momentum by
20 MeV/c. We find that the ratio changes between 0.2-
0.3%. We therefore place a point-to-point uncertainty
of 0.3% on this. For the DIS case, we applied momen-
tum and polar angle corrections using exclusive hydrogen
measurements and do not place any uncertainty on these
corrections.

SRC scaling coefficient extraction. The relative
abundances of SRC pairs in nuclei is extracted from the
measured per-nucleon QE cross-section ratios presented
above. For Q2 > 1.5 GeV2 and 1.5 < xB < 2, the cross-
section ratio of any nucleus relative to deuterium (σA/σd)
shows scaling, i.e., it is flat as a function of xB , see Fig. 1.
The value of the per-nucleon cross-section ratio, often re-
ferred to as a2 or the SRC scaling coefficient, is a measure
of the relative abundance of high-momentum nucleons in

the measured nucleus relative to Deuterium [1, 11, 13–
15].

While traditionally normalized to the number of nucle-
ons A (i.e., per-nucleon), the cross-section ratio can be
normalized to the number of protons Z (i.e., per-proton),
or neutrons N (i.e., per-neutron) in the measured nuclei.
These different normalizations allow obtaining the rela-
tive fraction of high-momentum nucleons out of all nucle-
ons in the nucleus, or just the protons or neutrons. We
mark these ratios by a2, ap2 and an2 respectively:

a2 =
2

A
· σA(Q2, xB)

σd(Q2, xB)
|Q2>1.5,1.5≤xB≤2,

ap2 =
1

Z
· σA(Q2, xB)

σd(Q2, xB)
|Q2>1.5,1.5≤xB≤2,

an2 =
1

N
· σA(Q2, xB)

σd(Q2, xB)
|Q2>1.5,1.5≤xB≤2.

(9)

Extended Data Table VII lists the values and uncertain-
ties of a2, ap2 and an2 , extracted from measurements pre-
sented in this work and the world data compilation of
Ref. [5], Table 1, column 6, based on the measurements
of Refs. [11, 14, 15].

Eq. 1 uses nASRC , the number of nucleons that are part
of np-SRC pairs. In the np-SRC dominance model this
is given by [1]:

nASRC = A · a2 ·
ndSRC

2

= (Zap2 +Nan2 ) · n
d
SRC

2
.

(10)

DIS cross sections and structure functions. The
DIS cross section for scattering a high-energy electron or
muon from a nuclear target of mass A depends on two
structure functions, FA1 (xB , Q

2) and FA2 (xB , Q
2). At

large enough momentum transfer, FA1 and FA2 are in-
dependent of Q2 and describe the structure of the target
nucleus. The ratio of DIS cross sections for nucleus A
and deuterium equals the ratio of the F2 structure func-
tions when the the ratio of the absorption cross section
for longitudinal and transverse virtual photons are the
same in nucleus A and in deuterium. While this is typi-
cally assumed to be true, there are few measurements of
this ratio in nuclei. See [2, 7] for details.

The EMC structure function ratio is independent of
Q2 at relatively low Q2. This was shown in [9] down to
Q2 = 2 GeV2 and in our cut sensitivity study down to
Q2 = 1.5 GeV2.
EMC slope extraction. We characterize the strength
of the EMC effect for each nucleus as the slope [10]
of the ratio of the per-nucleon DIS electron scattering
cross sections ratio for that nucleus relative to deuterium,
dREMC/dxB in the region 0.25 ≤ xB ≤ 0.7. Here we also
calculate separately the slope of the DIS ratio per proton,
dRpEMC/dxB , and per neutron, dRnEMC/dxB , similarly
to Eq. 9 above only for DIS cross-section ratios. The re-
sulting values are listed in Extended Data Table IX and
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include both the new measurements presented in this
work as well as the world-data compilation of Ref. [5]
based on the measurements of Refs. [9, 10]. Notice that,
as in Refs. [4, 10], by focusing on the 0.25 ≤ xB ≤ 0.7 re-
gion, the uncertainties are not meant to take into account
possible effects of the anti-shadowing region at xB ≈ 0.15
and the Fermi motion region at xB > 0.75 extending into
the region of interest.
Analysis of previous EMC data. Previous EMC
data (from [9, 10]) have been reanalyzed to remove their
isoscalar corrections. This was done by dividing the EMC
ratios for asymmetric nuclei by Eq. 7. Each data-set was
corrected using the σn/σp parametrization used in its
analysis, given by σn/σp = 1 − 0.8 · xB for Ref. [9] and
tabulated values for Ref. [10] (see Extended Data Fig. 1).
Following [35], we multiply the 3He/2H ratio of [10] by
1.03 for consistency with other data. It has no impact on
the extracted EMC slopes.
SRC Model of EMC Ratios. The model presented in
Eq. 1 can be used to predict the ratio of the per-nucleon
structure function for nucleus A relative to deuterium
(i.e., the EMC effect) as:

FA2 /A

F d2 /2
= (a2 − 2

N

A
)(ndSRC

∆F p2 + ∆Fn2
F d2

)

+ 2 · Z −N
Z +N

· F
p
2

F d2
+ 2

N

A
.

(11)

The same model can be used to predict the ratio of the
per-proton and per-neutron EMC ratios (see Fig. 4):

FA2 /N

F d2 /1
= (an2 − 1)(ndSRC

∆F p2 + ∆Fn2
F d2

)

+ (
Z

N
− 1) · F

p
2

F d2
+ 1,

FA2 /Z

F d2 /1
= (ap2 −

N

Z
)(ndSRC

∆F p2 + ∆Fn2
F d2

)

+ (
Z

N
− 1) · F

p
2

F d2
+
N

Z
.

(12)

The theory prediction shown in Fig. 4 was obtained by
calculating Eq. 12 for each nucleus and fitting the result-
ing slope for the per-proton and per-neutron ratios for
0.25 < xB < 0.7.

When self-consistent isoscalar corrections are applied,
the N/Z terms almost vanish, see extended data Fig. 2.

As mentioned in the text, nucleon motion effects are
incorporated into ∆F p2 and ∆Fn2 . This is a valid approx-
imation since nucleon motion effects are proportional to
kinetic energy, which is dominated by nucleons belonging
to SRC pairs [1, 3],[35].
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Electro-production Reactions and Radiative Corrections,
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[33] L. W. Mo and Y.S. Tsai, Rev. Mod. Phys. 41, 205
(1969).
[34] A. Aste and J. Jourdan, Europhys. Lett. 67, 753
(2004).
[35] S.A. Kulagin and R. Petti, Phys Rev C 82, 054614
(2010).
[36] S. Dulat et al., Phys. Rev. D 93, 033006 (2016).
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Extended Data Fig. 1: Fn
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2 Models. The ratio of neutron to proton structure functions, Fn

2 /F
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2 , derived from the

np-dominance SRC model (blue band), assumed in the isoscalar corrections of Refs. [9] (red line) and [10] (green line), and
derived in the CT14 global fit [36], shown here for Q2 = 10 GeV2 (grey band). The large spread among the various models
shows the uncertainty in Fn

2 , a key ingredient in the isoscalar corrections previously applied to the EMC effect data.
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of Eq. 12 for the various nuclei shown in Fig. 4 of the main text, without (red squares) and with (blue circles) applying
self-consistent isoscalar corrections.
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Extended Data Fig. 3: Isoscalar-Corrected EMC-SRC Correlation. Same as Fig. 4 in the main paper, only with
self-consistent isoscalar corrections applied to the EMC data.

Extended Data Fig. 4: | CLAS (e, e′) Phase-Space. CLAS (e, e′) phase-space in terms of Q2 vs. W . The color scale
indicates the measured event yield. The solid lines mark Q2-W combinations leading to fixed values of xB .
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Extended Data Fig. 5: | Agreement Between Model Cross-section and DIS Data. Comparison of the shape of the
measured DIS event yield (blue) with the simulated yields before (green) and after (red) passing through the CLAS detector
acceptance simulation. All distributions are normalized to the same integral. Events shown are for DIS kinematics, after
application of the W ≥ 1.8 GeV, Q2 ≥ 1.5 GeV2, and Y ≤ 0.85 event selection cuts.

Extended Data Fig. 6: | Agreement Between Model Cross-section and QE Data. Same as Extended Data Fig. 5,
but for the selected QE events.
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Extended Data Table I: | DIS Cross-Section Ratios. Tabulated values and uncertainties for the per-nucleon,
non isoscalar corrected (e, e′) DIS cross-section ratios for nuclei relative to deuterium as a function of xB .

xB

Norm: 1.81%

σC/12

σd/2

Norm: 1.82%

σAl/27

σd/2

Norm: 1.83%

σFe/56

σd/2

Norm: 1.94%

σPb/208

σd/2

0.220 1.054 ± 0.053 1.001 ± 0.050 1.017 ± 0.051 1.016 ± 0.051
0.247 1.032 ± 0.008 1.002 ± 0.008 1.010 ± 0.008 0.999 ± 0.008
0.260 1.022 ± 0.008 0.995 ± 0.008 1.005 ± 0.008 0.988 ± 0.008
0.273 1.018 ± 0.008 0.998 ± 0.008 1.003 ± 0.008 0.982 ± 0.008
0.287 1.009 ± 0.008 0.996 ± 0.008 0.995 ± 0.008 0.975 ± 0.008
0.300 1.005 ± 0.008 0.993 ± 0.008 0.990 ± 0.008 0.967 ± 0.008
0.313 1.008 ± 0.008 0.989 ± 0.008 0.991 ± 0.008 0.964 ± 0.008
0.327 1.009 ± 0.008 0.994 ± 0.008 0.990 ± 0.008 0.964 ± 0.008
0.340 1.005 ± 0.008 0.990 ± 0.008 0.983 ± 0.008 0.958 ± 0.008
0.353 0.994 ± 0.008 0.973 ± 0.008 0.968 ± 0.008 0.945 ± 0.008
0.367 0.989 ± 0.008 0.970 ± 0.008 0.963 ± 0.008 0.937 ± 0.008
0.380 0.985 ± 0.008 0.967 ± 0.008 0.959 ± 0.008 0.931 ± 0.007
0.393 0.976 ± 0.008 0.959 ± 0.008 0.948 ± 0.008 0.919 ± 0.007
0.407 0.991 ± 0.008 0.974 ± 0.008 0.958 ± 0.008 0.931 ± 0.008
0.420 0.980 ± 0.008 0.964 ± 0.008 0.949 ± 0.008 0.914 ± 0.007
0.433 0.959 ± 0.008 0.942 ± 0.008 0.928 ± 0.007 0.896 ± 0.007
0.447 0.957 ± 0.008 0.943 ± 0.008 0.924 ± 0.007 0.896 ± 0.007
0.460 0.950 ± 0.008 0.932 ± 0.008 0.914 ± 0.007 0.880 ± 0.007
0.473 0.956 ± 0.008 0.940 ± 0.008 0.918 ± 0.007 0.886 ± 0.007
0.487 0.940 ± 0.008 0.920 ± 0.008 0.901 ± 0.007 0.872 ± 0.007
0.500 0.939 ± 0.008 0.925 ± 0.008 0.892 ± 0.007 0.861 ± 0.007
0.513 0.948 ± 0.008 0.924 ± 0.009 0.901 ± 0.007 0.861 ± 0.008
0.527 0.936 ± 0.008 0.901 ± 0.009 0.880 ± 0.007 0.843 ± 0.008
0.540 0.931 ± 0.008 0.905 ± 0.009 0.874 ± 0.007 0.839 ± 0.008
0.553 0.906 ± 0.019 0.873 ± 0.019 0.856 ± 0.017 0.812 ± 0.017
0.580 0.926 ± 0.047 0.919 ± 0.046 0.888 ± 0.045 0.812 ± 0.041
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Extended Data Table II: | QE Cross-Section Ratios. Tabulated values and uncertainties for the per-nucleon
(e,e’) QE cross-section ratios for nuclei relative to deuterium as a function of xB .

xB

Norm: 1.82%

σC/12

σd/2

Norm: 1.85%

σAl/27

σd/2

Norm: 1.95%

σFe/56

σd/2

Norm: 2.18%

σPb/208

σd/2

0.821 1.335 ± 0.018 1.304 ± 0.018 1.278 ± 0.017 1.221 ± 0.017
0.864 1.140 ± 0.016 1.114 ± 0.016 1.087 ± 0.015 1.018 ± 0.014
0.907 0.777 ± 0.011 0.747 ± 0.011 0.727 ± 0.010 0.677 ± 0.010
0.950 0.557 ± 0.008 0.531 ± 0.008 0.517 ± 0.007 0.484 ± 0.007
0.992 0.509 ± 0.007 0.487 ± 0.007 0.474 ± 0.007 0.436 ± 0.006
1.036 0.660 ± 0.009 0.635 ± 0.010 0.610 ± 0.009 0.561 ± 0.008
1.079 0.928 ± 0.014 0.937 ± 0.015 0.885 ± 0.013 0.825 ± 0.013
1.121 1.278 ± 0.019 1.267 ± 0.021 1.224 ± 0.018 1.145 ± 0.018
1.164 1.686 ± 0.027 1.739 ± 0.031 1.704 ± 0.026 1.576 ± 0.026
1.207 2.152 ± 0.037 2.245 ± 0.044 2.145 ± 0.035 2.013 ± 0.037
1.250 2.651 ± 0.050 2.746 ± 0.059 2.613 ± 0.047 2.495 ± 0.050
1.293 3.128 ± 0.066 3.195 ± 0.079 3.067 ± 0.061 2.926 ± 0.066
1.336 3.604 ± 0.085 3.738 ± 0.103 3.552 ± 0.079 3.532 ± 0.089
1.379 4.002 ± 0.109 4.144 ± 0.133 3.992 ± 0.102 3.963 ± 0.115
1.421 4.362 ± 0.136 4.690 ± 0.171 4.544 ± 0.133 4.428 ± 0.147
1.464 4.634 ± 0.164 4.869 ± 0.203 4.920 ± 0.163 4.872 ± 0.184
1.507 4.209 ± 0.169 4.529 ± 0.212 4.490 ± 0.169 4.563 ± 0.194
1.550 4.501 ± 0.228 5.062 ± 0.288 4.684 ± 0.225 4.765 ± 0.252
1.593 4.289 ± 0.226 4.828 ± 0.291 4.590 ± 0.227 4.634 ± 0.256
1.636 4.368 ± 0.251 4.525 ± 0.307 4.701 ± 0.252 4.883 ± 0.294
1.679 4.610 ± 0.301 5.408 ± 0.406 5.088 ± 0.310 4.847 ± 0.337
1.721 4.644 ± 0.348 4.978 ± 0.431 5.188 ± 0.363 4.924 ± 0.389
1.786 4.951 ± 0.340 5.088 ± 0.398 5.245 ± 0.342 5.705 ± 0.405
1.871 5.107 ± 0.395 4.931 ± 0.453 5.553 ± 0.403 5.942 ± 0.481
1.957 5.527 ± 1.019 6.645 ± 1.303 5.477 ± 0.992 4.711 ± 0.893

Extended Data Table III: | DIS Systematic Uncertainties. Systematic uncertainties in extraction of the DIS
cross-section ratio.

Source Point-to-point (%) Normalization (%)
Time-Dependent Instabilities — 1.0
Target Thickness and Cuts — 1.42–1.58
Acceptance Corrections 0.6 (2,5) —
Radiative Corrections — 0.5
Coulomb Corrections — 0.1
Bin-Centering Corrections 0.5 —
Total 0.78 1.81–1.94

Extended Data Table IV: | QE Systematic Uncertainties. Systematic uncertainties in extraction of the QE
cross-section ratio.

Source Point-to-point (%) Normalization (%)
Time-Dependent Instabilities — 1.0
Target Thickness and Cuts — 1.42–1.58
Acceptance Corrections 1.2 (2.5,10) —
Radiative Corrections — 0.5
Coulomb Corrections — 0.2–1.0
Bin-Centering Corrections 0.5 —
Kinematical Corrections 0.3 —
Total 1.33 1.82–2.18
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Extended Data Table V: | SRC Scaling Coefficients (This work). Extracted SRC scaling coefficients and
their uncertainties. Contributions to an2 and ap2 can be obtained by scaling the a2 values with A/2N and A/2Z

respectively.

Contributions to the total uncertainty
Target a2 Fit Normalization Acceptance Corrections Bin Centering
12C 4.49 ± 0.17 0.08 0.08 0.09 0.07
27Al 4.83 ± 0.18 0.10 0.09 0.10 0.07
56Fe 4.80 ± 0.22 0.08 0.09 0.15 0.10
208Pb 4.84 ± 0.20 0.09 0.11 0.11 0.08

Extended Data Table VI: | EMC Slopes (This work). Extracted non isoscalar corrected EMC Slopes
(dREMC/dxB) and the various contributions to their uncertainties. Contributions to dRnEMC/dxB and dRpEMC/dxB

can be obtained by scaling the dREMC/dxB values with A/2N and A/2Z respectively.

Contributions to the total uncertainty
Target dREMC/dxB Fit Normalization Background Acceptance Bin Centering
12C 0.340±0.022 0.019 0.006 0.004 0.002 0.007
27Al 0.347±0.022 0.019 0.006 0.003 0.003 0.008
56Fe 0.472±0.022 0.018 0.008 0.003 0.003 0.010
208Pb 0.539±0.020 0.018 0.008 0.003 0.002 0.003

Extended Data Table VII: | SRC Scaling Coefficients (World data). Per-nucleon (a2) per-proton (ap2) and
per-neutron (an2 ) SRC scale factors for nucleus A relative to deuterium.

This work Ref. [5]
Nucleus a2 ap2 an2 a2 ap2 an2

3He 2.13±0.04 1.60±0.03 3.20±0.06
4He 3.60±0.10 3.60±0.10 3.60±0.10
9Be 3.91±0.12 4.40±0.14 3.52±0.11
12C 4.49±0.17 4.49±0.17 4.49±0.17 4.75±0.16 4.75±0.16 4.75±0.16
27Al 4.83±0.18 5.02±0.19 4.66±0.17
56Fe 4.80±0.22 5.17±0.24 4.48±0.21
63Cu 5.21±0.20 5.66±0.22 4.83±0.19
197Au 5.16±0.22 6.43±0.27 4.31±0.18
208Pb 4.84±0.20 6.14±0.25 3.99±0.17

Extended Data Table VIII: | EMC Slopes (World data). Slopes of non isoscalar corrected FA2 /F
d
2

(dREMC/dxB) and the universal function, shown in the left and right panels of Fig. 2 of the main paper
respectively. The slopes are obtained from a linear fit of the data for 0.25 ≤ xB ≤ 0.7.

dREMC/dxB Universal Function Slope
Nucleus JLab Hall C SLAC This Work JLab Hall C SLAC This Work

3He 0.088±0.028 -0.066 ±0.019
4He -0.207±0.025 -0.222±0.045 -0.0797±0.009 -0.077±0.010
9Be -0.326±0.026 -0.283±0.028 -0.094±0.0093 -0.077±0.010
12C -0.285±0.026 -0.322±0.033 -0.340±0.022 -0.081±0.007 -0.092±0.009 -0.097±0.005
27Al -0.347±0.022 -0.085±0.005
56Fe -0.391±0.025 -0.472±0.023 -0.093±0.006 -0.114±0.004
63Cu -0.391±0.025 -0.093±0.006
197Au -0.545±0.051 -0.099±0.007
208Pb -0.539±0.020 -0.111±0.004
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Extended Data Table IX: | Per nucleon, proton and neutron EMC Slopes. Per-nucleon (dREMC/dxB)
per-proton (dRpEMC/dxB) and per-neutron (dRnEMC/dxB) EMC slopes from the current and previous works, used
in Fig. 4 of the main paper. In the case of previous data, for light nuclei (A ≤ 12) we used JLab Hall C data [10]

while for heavy nuclei the SLAC data were used [9].

This work Previous data
Nucleus dREMC/dxB dRp

EMC/dxB dRn
EMC/dxB dREMC/dxB dRp

EMC/dxB dRn
EMC/dxB

3He 0.088±0.028 0.066±0.021 0.133±0.041
4He -0.207±0.025 -0.207±0.025 -0.207±0.025
9Be -0.326±0.026 -0.367±0.029 -0.293±0.024
12C -0.340±0.022 -0.340±0.022 -0.340±0.022 -0.285±0.026 -0.285±0.026 -0.285±0.026
27Al -0.347±0.022 -0.360±0.023 -0.335±0.021
56Fe -0.472±0.023 -0.509±0.024 -0.441±0.021 -0.391±0.025 -0.421±0.027 -0.365±0.023
63Cu -0.391±0.025 -0.425±0.027 -0.362±0.023
197Au -0.545±0.051 -0.680±0.064 -0.455±0.043
208Pb -0.539±0.020 -0.684±0.026 -0.445±0.017

Extended Data Table X: | Sensitivity of the EMC Slopes to cut variations. Sensitivity of the extracted
per-nucleon (dREMC/dxB) non isoscalar corrected EMC slopes from the current work to the kinematical selection

cuts on Q2 and W . As the kinematical cuts affect the xB acceptance (see extended data Fig. 4), the extracted
slopes are fit over a different range for each cut combination, as specified in the fit range column.

Cuts Fit Range C/d Al/d Fe/d Pb/d
Q2 > 1.5 ; W > 1.8 0.25− 0.56 −0.340± 0.022 −0.347± 0.022 −0.472± 0.023 −0.539± 0.020
Q2 > 1.5 ; W > 2.0 0.25− 0.52 −0.350± 0.026 −0.366± 0.027 −0.449± 0.027 −0.538± 0.025
Q2 > 1.75 ; W > 1.8 0.28− 0.55 −0.344± 0.026 −0.345± 0.027 −0.477± 0.026 −0.536± 0.024
Q2 > 2.0 ; W > 1.8 0.30− 0.55 −0.356± 0.028 −0.301± 0.029 −0.459± 0.028 −0.505± 0.026
Q2 > 2.5 ; W > 1.8 0.38− 0.55 −0.310± 0.048 −0.292± 0.051 −0.468± 0.045 −0.490± 0.045


